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ABSTRACT
We conducted an exploratory study to investigate human-agent
interactions in the context of the Space Invaders game. In the study,
the participants experienced an Uncooperative and a Cooperative
agent. Although cooperation was unexpected, our results suggest
that the participants identified the Cooperative agent as more help-
ful than the Uncooperative agent, and that they were inclined to
reciprocate the helping actions more to the former agent than the
latter one. We discuss the possibilities of further using Space In-
vaders as a practical scenario to study human-agent cooperation.

CCS CONCEPTS
•Human-centered computing→ Empirical studies in collab-
orative and social computing.
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1 INTRODUCTION
While significant research has investigated human-agent coopera-
tion within teams [1, 11], ad-hoc cooperation can also occur. This
may happen without pre-coordination [10] and when interactants
have different initial goals, e.g., during prosocial interactions [4, 8].

To explore ad-hoc cooperation, we investigate human-agent
interactions in a custom-made, multi-agent Space Invaders game.
In particular, we compare an uncooperative and a cooperative agent
in the game, and study perceptions of the agents and differences in
human reciprocity based on the type and order of the agents that
was experienced. Although the game is simpler than real-world
encounters, our findings suggest that the game is an interesting
and practical setup for studying ad-hoc cooperation. In comparison
to repeated social dilemmas [3, 5, 9], which have often been used
with a similar purpose, Space Invaders involves more continuous
interactions and more nuanced decision making.
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Figure 1: Space Invaders game with a cooperative agent.

2 METHOD
We conducted a within-subjects experiment where participants
played Space Invaders at the same time as a rule-based Artificial
Intelligence (AI) agent. Players got 10-50 points for each of the 25
enemies on their side of the screen that got destroyed, with the
farther away enemies being worth more points. The human player
gained points for enemies destroyed on the left side of the screen.
Conditions: Each participant experienced an Uncooperative and
a Cooperative agent. Both agents shoot at an approximate rate of
twice per second, targeting the nearest enemy (horizontally). The
Uncooperative agent only targeted enemies on the right (AI) side
of the screen, whereas the Cooperative agent targeted enemies
on both sides, giving points to the human player when it killed
left enemies (Fig. 1). In order to help the participants differentiate
between the agents, the Uncooperative agent was colored orange
while the Cooperative agent was colored gray.

Hypotheses: First, we expected the Cooperative agent to be per-
ceived as more helpful than the Uncooperative agent. Second, we
expected the number of human enemies that were killed by an
agent to correlate with the number of AI enemies that were killed
by the human player. This means that participants would help the
Cooperative agent more than the Uncooperative agent, despite
the game score not promoting cooperation. The first hypothesis
was motivated by our agents’ design, whereas the second one was
inspired by prior evidence of human-agent reciprocity [2, 7, 9].

Procedure: The experiment was conducted through an online sur-
vey which included JavaScript versions of the game. The first part
of the survey asked demographics questions. In the second part, the
participants played a single-player version of Space Invaders to get
familiar with the game. Third, they were provided instructions that
introduced the multi-agent version of the game, including that there
would be an AI agent playing as well and that they would get points
only for killing enemies on the left side. Half of the participants
then played two games with the Cooperative agent first; the rest
played two games with the Uncooperative agent. Afterwards, the
participants answered a brief survey about their experience, provid-
ing their impressions of the game and the agent. Next, they played
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two other games with the other agent followed by the experience
survey. Finally, the survey asked open-ended questions about agent
preferences and whether participants helped the agents.

Participants:We recruited 20 female participants for the study
through Amazon Mechanical Turk, but two were excluded due to
technical difficulties. The 18 valid participants spoke English as
their native language and spent the majority of their childhood
in the US. Their average age was 46.78 years old (SE= 3.63), they
used a computer daily (M= 7.00 on a 7-point responding format
from rarely to daily), and sometimes played video games (M= 4.83,
SE= 0.47). Also, 77.78% of participants had played Space Invaders
before, 16.67% had not played the game, and 5.55% were unsure.
The participants were paid $4.00 for completing the 15 min study.

3 RESULTS
We analyzed both quantitative survey results and qualitative open-
ended answers. For quantitative results, we conducted REML anal-
yses with Participant ID as random effect, and Order (Cooperative
or Uncooperative first) and AI Agent (Uncooperative, Cooperative)
as main effects. We conducted post-hoc tests when appropriate.

Impressions of the Game: Participants expressed enjoying the
game (M=5.78, SE=0.26 on a 7 point Likert format), perceived it as
having low to medium difficulty (M=3.14, SE=0.30) and being fun
(M=5.14, SE=0.38). We found no significant effects for these results.
Agent Perceptions: Table 1 details the participants perceptions
of how helpful, intelligent, proficient at the game, and annoying
the agents were (7-pt format, 1 being lowest). Only AI Agent had
a significant effect on the agents’ helpfulness (F[1, 16] = 20.45,
p= 0.0003). However, a trend was observed for the interaction of AI
Agent and Order on helpfulness (p= 0.0547). When the participants
faced a Cooperative agent first, the Cooperative agent was moder-
ately helpful (M= 4.7, SE= 0.76); but when the participants faced
an Uncooperative agent first, the Cooperative agent was perceived
as very helpful (M= 6.75, SE= 0.16). The levels of helpfulness of the
Uncooperative agent did not vary as much (M= 3.4, SE= 0.73 for
Cooperative first, and M= 3.25, SE= 0.75 for Uncooperative first).
This suggests that participants may have felt particularly grateful
for the Cooperative agent’s help when individual (uncooperative)
actions were the established norm.
At the end of the survey, 12 participants expressed preferring the
Cooperative agent, 4 preferred the Uncooperative agent, and 2
did not have a clear preference. The main reason for preferring
the Cooperative agent was that it helped the participants (N= 7).
Another reason was that it made the game feel cooperative (e.g.,
“it felt like team work” ). Three out of four people that preferred
the Uncooperative agent said that it was better because it did not
interfere with them (e.g., “it didn’t get in my way” ). One of the
participants without a clear preference said that “It is a toss up.

Table 1: Perceptions of the agents (mean and std. error)
Attribute Cooperative Uncooperative
Helpfulness 5.61 (SE=0.49) 3.33 (SE=0.51)
Intelligence 5.05 (SE=0.55) 4.67 (SE=0.46)
Proficiency 6.67 (SE=0.11) 6.11 (SE=0.40)
Annoyingness 2.00 (SE=0.42) 2.05 (SE=0.36)

When the ship came over to my side, I felt like I wasn’t doing enough.
When the ship just stayed on their side, I felt the need to rush.”

Interestingly, four participants indicated in their open-ended an-
swers that the Cooperative agent was aggressive while one person
expressed the same for the Uncooperative agent. We associate the
former opinions to the agent crossing to the human side early in
the game when the person was not necessarily in need of help.
Reciprocity:We grouped open-ended responses to the question
of whether participants helped the agents at the end of the survey.
In total, 13 people said that they did not help the agents. From that
set, 9 people said they did not have time to help and 3 of them
explicitly indicated that they would have helped if they have had
the chance. This suggested that the agents were better at the game
than a good proportion of the participants. Additionally, 4 people
indicated helping an agent, including two who said explicitly that
they helped the Cooperative agent and one who helped accidentally.
Lastly, one person answered the question in an unintended way.
We inspected when the human players killed AI enemies: nobody
killed right enemies for the Uncooperative agent, whereas 5 peo-
ple killed from 1 to 7 enemies corresponding to the Cooperative
agent. Further, we computed the correlation between the number
of human enemies that were killed by the Cooperative agent and
the number of its enemies that were killed by a human player per
game. The correlation was positive and significant (𝑟 (34) = 0.51,
p= 0.002). These results suggest that there was an inclination for the
participants to reciprocate the helping actions from the Cooperative
agent in the game.

4 CONCLUSION AND FUTUREWORK
In general, the participants enjoyed playing Space Invaders and, as
expected, perceived the Cooperative agent as more helpful than
the Uncooperative agent. Helping was associated with the major-
ity of participants preferring the Cooperative agent, and further
correlated with the participants reciprocating the helping actions.
Interestingly, a trend that suggested that the order in which the AI
agents were experienced could affect how helpful they were to the
participants. Thus, perceptions of helping in the game may have
not only been influenced by the agent’s actions but also by human
expectations, as it can happen in human-human interactions [6].

Our exploratory study was limited in several ways. First, we
recruited only female participants, but it would be interesting to
study if the results would differ by gender. Second, the agents were
implemented following simple rules. What if their logic was more
complex? Lastly, we considered a single type of cooperative behav-
ior for the AI agent. Howwould helping actions be perceived if they
happened only after the agent completed killing all of its enemies?
Or what would happen if we allowed the players to communicate
explicitly? While these questions are focused on Space Invaders, we
believe that studying them could be valuable to better understand
how behavioral factors may affect human-agent cooperation.

ACKNOWLEDGMENTS
Thanks to Simon Mendelsohn for helping design and prototype
the Space Invaders game, and Ananya Parthasarathy for helping
develop the Javascript version that was used in the study.



REFERENCES
[1] Lucian Buşoniu, Robert Babuška, and Bart De Schutter. 2010. Multi-agent re-

inforcement learning: An overview. In Innovations in multi-agent systems and
applications-1. Springer, 183–221.

[2] Erin K Chiou and John D Lee. 2016. Cooperation in human-agent systems
to support resilience: A microworld experiment. Human factors 58, 6 (2016),
846–863.

[3] Filipa Correia, Samuel Gomes, Samuel Mascarenhas, Francisco S. Melo, and Ana
Paiva. 2020. The Dark Side of Embodiment - Teaming Up With Robots VS
Disembodied Agents. In Proceedings of Robotics: Science and Systems. Corvalis,
Oregon, USA.

[4] Ben Kenward and Gustaf Gredebäck. 2013. Infants help a non-human agent. PloS
one 8, 9 (2013), e75130.

[5] Sara Kiesler, Lee Sproull, and Keith Waters. 1996. A prisoner’s dilemma ex-
periment on cooperation with people and human-like computers. Journal of
personality and social psychology 70, 1 (1996), 47.

[6] Valerie A Kuhlmeier. 2013. 12 The Social Perception of Helping and Hindering.
Social perception: Detection and interpretation of animacy, agency, and intention
(2013), 283.

[7] Jiahao Li, Shen Dong, Erin K Chiou, and Jie Xu. 2020. Reciprocity and Its Neuro-
logical Correlates in Human-Agent Cooperation. IEEE Transactions on Human-
Machine Systems (2020).

[8] L.M. Padilla-Walker andG. Carlo. 2014. Prosocial Development: AMultidimensional
Approach. Oxford University Press.

[9] Eduardo Benítez Sandoval, Jürgen Brandstetter, MohammadObaid, and Christoph
Bartneck. 2016. Reciprocity in human-robot interaction: a quantitative approach
through the prisoner’s dilemma and the ultimatum game. International Journal
of Social Robotics 8, 2 (2016), 303–317.

[10] Peter Stone, Gal A Kaminka, Sarit Kraus, and Jeffrey S Rosenschein. 2010. Ad hoc
autonomous agent teams: Collaboration without pre-coordination. In Twenty-
Fourth AAAI Conference on Artificial Intelligence.

[11] Katia Sycara and Gita Sukthankar. 2006. Literature review of teamwork models.
Robotics Institute, Carnegie Mellon University 31 (2006), 31.


	Abstract
	1 Introduction
	2 Method
	3 Results
	4 Conclusion and Future Work
	Acknowledgments
	References

