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Abstract

We present an interactive, computational approach for

assisting users with visual impairments during photo-

graphic documentation of transit problems. Our technique

can be described as a method to improve picture compo-

sition, while retaining visual information that is expected

to be most relevant. Our system considers the position of

the estimated region of interest (ROI) of a photo, and cam-

era orientation. Saliency maps and Gestalt theory are used

for guiding the user towards a more balanced picture. Our

current implementation for mobile phones uses optic flow

to update the internal knowledge of the position of the ROI

and tilt sensor readings to correct non horizontal or ver-

tical camera orientations. Using ground truth labels, we

confirmed our method proposes valid strategies for improv-

ing image composition. Future work includes an optimized

implementation and user studies.

1. Introduction

The saying, “A picture is worth a thousand words” is par-
ticularly true when documenting problems encountered in
the world. Cooperation and communication between riders
and transit authorities benefits riders [33]. Data collection
from riders is key in this feedback loop, given that problems
can be identified and documented by individuals as they
move through the system. Problems related to infrastruc-
ture (e.g., stop signs), spatial conditions that prohibit move-
ment in and around shelters, or damaged schedule signs are
all examples where pictures can be effective [31]. Research
suggests photos are the preferred choice of transit riders for
documenting problems in public transit [30].

However, for people who are blind or low vision, taking a
good picture can be problematic. A potentially effective ap-
proach is to incorporate computer vision assistance into the
process. Methods for automatic image cropping [22, 32],
image adaptation for small displays [7], image or video re-
targeting [24, 28] are possible approaches. However, these
methods are designed for image post–processing, and tend
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Figure 1. A common reporting scenario. The user roughly aims
the camera at a desired target (left). If the system estimates image
composition can be improved, it suggests how to move the device
for a better composition (center). The photo is taken when the user
reaches a good view (right).

to rely in composition heuristics that may not apply to
photographers with visual impairments. For example, on–
center compositions, where a dominant subject is geomet-
rically centered in the image, are taken for granted in con-
sumer photography and unlikely for users who are blind.

The problem of taking a “good” picture is difficult, but
dramatically simplified by the task characteristics. First,
aesthetics are not an issue for problem documentation,
thereby mitigating a significant challenge. Second, we do
not need to know what the barrier is – we only need to know
where it is. While being able to automatically annotate bar-
riers might be useful for documentation, it is not essential.
This mitigates the need for object recognition. Third, we
can assume the rider is able to localize the barrier in space
and roughly aim a camera at the target. This means only
small camera motions are needed to balance photo compo-
sition and correct unwanted camera orientation.

Our main contribution is integrating user interaction dur-
ing the image capturing process, such that users can take
better pictures in real time (Figure 1). Our approach can be
described as a method to avoid leaving out information that
is expected to be most relevant. Motivated by Gestalt the-
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ories [10], this work evaluates a meaningful group of con-
tiguous salient points in a picture as potential region of in-
terest (ROI). Our system tries to center this region in a photo
and correct excessive roll. Centering can benefit other vi-
sion tasks, such as those related to image retargeting. Image
encoding standards, as the JPEG2000, can further exploit
the region of interest by coding and transmitting it with bet-
ter quality and less distortion than the rest of the image [8].

Our system automatically suggests where to move the
camera. Similar to the recent project of Bae et al. [2], we
employ computer vision techniques to estimate the camera
motion required to reach a desired view. Our initial im-
plementation for mobile devices uses optic flow to track the
region of interest with respect to its initial position in the im-
age. Measurements from accelerometers, already common
in these devices, are proposed as a cheap processing alter-
native to detect and reduce excessive roll. Non horizontal
or vertical camera orientations for street–level photographs
are not desired due to their potential to confuse third party
understanding of documented problems.

An optimized implementation for real–time interaction
still needs to be attained, since our initial motion estima-
tion approach is only able to cope with little or no parallax
during slow camera motions. The problems inherit in pro-
cessing dynamic scenes are left as future work. User studies
are also planned for a complete evaluation of our method.

2. Background

Autonomous camera control systems are popular in
robotics, where motion commands are less noisy than hu-
man actions. Dixon et al. [12], for example, describe the
implementation of a robot photographer aimed at capturing
“good” pictures of people. Desnoyer and Wettergreen [9]
work towards aesthetically aware autonomous agents.

The interest generated by pictures in third–party ob-
servers has been studied in consumer photography [27]. Ex-
perimental results indicate interest is driven by influences of
people, composition and subject matters. Luo et al. [20]
posit that a good composition is the most influential at-
tribute for image emphasis selection. Their system evalu-
ates composition using saliency maps, and estimates which
image receives the most attention from a set of an event.

Salient regions in images tend to be considered as in-
formation carriers that deliver the photographer’s intention,
and catches part of the observers’ attention as a whole [7].
In our application domain, stimulus–driven visual attention
is good cue for finding the regions of interest in street pic-
tures, since transit elements tend to be salient and of high
contrast. The number, type and combination strategy of
features used for detecting saliency in images is a problem
of its own. Different situations call for different solutions,
and so we chose to test several methods with a variety of
street photographs (see Section 4). Other authors have fur-

ther demonstrated the benefit of including cognitive factors
such as knowledge, expectations and current goals in image
understanding processes. This extension is left as future
work for our application. Interested readers in the subject
are encouraged to read [14].

Strategies for prominent region selection tend to be
strongly biased towards the point of maximum saliency.
Rutishauser et al. [26] and Siagian and Itti [29] used a re-
gion growing algorithm and adaptive thresholding to seg-
ment regions given the most salient location. Frintrop [13]
computed focus of attention in images by connecting pixels
that differ at most 25% from the maximum, as suggested
experimentally. Walther and Koch [35] based their thresh-
olding procedure in a neural network of linear threshold
units, and labeled points around maximum saliency using
a connected components algorithm. Unfortunately, these
approaches are not suited to our documentation problem.
Figure 2 shows an example where a window of the building
in the background has maximum saliency, even though no
window is expected to be more important than the bus sign.

Ma and Zhang’s [21] saliency segmentation method
shares the same spirit of our approach, since they consider
principles of Gestalt theory [19] to fit rectangles to attended
regions in contrast maps. Their method consists in looking
for the optimal partition of attended and unattended fuzzy
areas in these maps, where attended contrast points with a
value greater than a threshold serve as seeds for fuzzy grow-
ing. Wang and Li [36] also grow attended regions based
on similarity and proximity Gestalt principles. First, the
most representative block of salient pixels is detected in the
largest saliency component of an image. Then, the block
is extended by looking at similar neighbors. Unlike these
methods, we use Gestalt theory to approach both the parti-
tion and selection of relevant attended areas. Speed is cru-
cial for our real time application, and simple, approximate
solutions are valuable for its mobile implementation.

Deville et al. [11] developed an alerting system to attract
the attention of people with visual impairments to regions
of interest. The authors describe a mobility aid for blind
users, based on visual substitution by the auditory chan-
nel. Depth gradient from stereoscopic cameras and color
are proposed to detect salient regions in images of the sur-
rounding. Sounds are used to indicate noteworthy parts of
the scene, which suggests auditory feedback for our system.

Figure 2. Initial view of a street scene (left), corresponding
saliency map (center), and view proposed by our system (right).
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3. Assisted Photography Method

Our method for improving image composition is based
on estimating a relative motion of the camera that would
result in a “better” view of the scene. Our procedure
starts by estimating saliency to describe image composi-
tion. Then, quality assessment is performed according to
how well this image fits our attention–getting composition
model. If there is evidence that suggests the picture can be
improved, a change in camera view is proposed and the user
is guided towards taking a better photo. Image improve-
ment is achieved through small camera motions intended to
center the estimated region of interest, and fix unwanted ori-
entation (i.e. excessive roll). Centering can help document
problems as it drives composition towards highlighting ev-
idence in the middle of pictures, and increases the chance
that the surrounding content will include relevant context.

The selection of the region of interest depends on
saliency estimation, and the importance of image parts
changes according to the arrangement of elements in pic-
tures. Therefore, we only estimate the location of the ROI
from saliency when its position cannot be inferred from past
estimations. Selecting a new ROI every time the camera
moves can easily generate confusing motions for image im-
provement. Suppose you estimate saliency in Figure 2, and
select as ROI a region that encloses most of the bus sign.
Now imagine that a yellow, high–contrast element becomes
part of the picture after moving a little to center the sign.
Re–estimating the ROI from current saliency could direct
the user towards centering the yellow element, instead of
the sign as before. This could lead to large shifts away from
the object the user is attempting to document.

We estimate global motion from optic flow every time a
new picture is captured, and use this information to predict
the position of the ROI. We use the popular Lucas–Kanade
feature tracker [5] in an Expectation-Maximization frame-
work, which allows to detect outlier motion vectors. FAST
features [23] are selected every two frames (akin to [34]),
which eases the problems of adding and discarding specific
features along image sequences. An affine model is finally
used to describe motion, though we desire a more robust
approach. Methods related to augmented reality [18] are
valid for improving our system. We expect camera motion
estimation to aid in situations where fast and abrupt device
control aggravates image understanding processes.

3.1. Image composition assessment

We model the target of a photo as its most meaningful
group of contiguous salient regions. Our strategy was de-
signed for the transit domain without explicit knowledge of
object models. This leverages the fact that this domain is
strongly composed by conspicuous elements.

3.1.1 Selecting the region of interest

Our initial implementation constructs a model of visual
attention in an image employing a simplified version of
saliency maps, as defined by Itti and Koch [17]. Our im-
age features are intensity, and (red–green and blue–yellow)
color opponency. Our normalization operator for fusing
feature maps follows Frintrop’s uniqueness weight func-

tion definition [13]. Our experimental results support this
approach, though it was selected for convenience at first.
Other saliency estimation methods could be used if desired.

Once a saliency map S from a picture is constructed, we
select as ROI its most relevant group of contiguous salient
points. Consider a discretized version Ŝ of S as a 2D his-
togram, and suppose samples are uniformly and indepen-
dently distributed along all bins. We want to find an approx-
imation of the most meaningful contiguous group of bins
where a high, unexpected, amount of samples were placed.

The probability of a sample falling into a region B =
{b1, . . . , bn} of n bins is p(B) = n/L, where L = wh

is the total number of bins. On the other hand, the den-
sity r of this region is r(B) = k(B)/M , where k(B) =�n

i=1 Ŝ(bi) is the number of samples that fall in B, and
M =

�
x,y Ŝ(x, y) is the total number of samples in Ŝ.

We then consider the relative entropy of a region B (as-
suming a prior uniform distribution) as

H(B) =

(
0, if r(B) ≤ p(B)

r(B) log r(B)
p(B) + (1− r(B)) log 1−r(B)

1−p(B) , otherwise

A meaningful interesting region is one that satisfies
H(B) > (1/M) log(L(L+1)/2). As explained by Desolneux
et al. [10], regions are more meaningful as H increases.

The region with maximum relative entropy is our desired
ROI. A complete search for this region requires adapting
to the distribution of samples to increase H . In practice,
however, we threshold the discretized saliency map by

t =

P
x,y Ŝ(x, y)

L
(1)

and consider groups of contiguous bins that posses at least t

samples as potential meaningful interesting regions. Using
Chang et al. [6] linear–time component–labeling algorithm,
we connect bins in the thresholded map. The ROI is finally
chosen by comparing H for the connected components.

3.1.2 Image quality

The weighted mean of the selected ROI is the image center
proposed by our system, as shown in Figure 3. The saliency
map Ŝ is used to weight the points belonging to the ROI. If
the weighted mean is near the geometric center of the pic-
ture, then our system considers the target to be well placed
in the image for problem documentation. In this case, the
system only tries to correct for excessive roll.
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Figure 3. Left to right: saliency; region of interest (in white); and
max. saliency (circle) and weighted mean of the ROI (rectangle).

We assume horizontal or vertical camera orientations are
optimal in the Manhattan world of street photographs. We
rely on tilt sensors, now common in camera phones, for es-
timating the orientation of the device.

Special preference is given to centering the region of in-
terest before correcting orientation. Framing the ROI is the
priority during problem documentation. The direction of
the motion proposed to the user is given by the vector from
the middle of images to the weighted mean of the ROI. The
rotation is the opposite of the extra roll of the camera.

The size of the region of interest is considered indirectly
by our method. There is a trade–off between the size of a the
region and its meaningfulness. If a region is too small, other
salient regions have higher probability of being preferred. If
it is too big, it might end up being not meaningful at all.

4. Experiments and Results

We studied the behavior of our system for various con-
figurations, and compared it with a technique for automatic
thumbnail cropping. Our data set consists of 776 street pho-
tos from the team and LabelMe [25].

4.1. Saliency and ROI estimation

We conducted a labeling exercise to evaluate the capacity
of our algorithm for proposing new image centers. The im-
ages from our data set have a length of 1280px, and are gen-
erally aligned with respect to the horizon or vertical struc-
tures. To reduce their quality, we randomly selected a re-
gion (tile) with a length of 640px inside them. This tile
was allowed to be rotated by an angle between −15◦ and
15◦. Three people then manually labeled where the center
of these tiles should be located, based on balancing compo-
sition and without looking at the corresponding full image.

The mean distance between the labeled centers collected
per tile was close to 100px, and so we chose this value for
filtering the labeled centers used in the test, and evaluating
the performance of re-centering approaches. The labeled
centers placed near the middle of the image (at most 100px
from the middle) were ignored, and those in the periphery
(at least 100px away) became our ground truth. The filtering
led to a total of 607 images used for comparison.

(a) Original (b) I (c) II (d) III

(e) IV(a) (f) IV(b) (g) V(a) (h) VI

Figure 4. Saliency maps (methods I, . . . , VI) can vary significantly
for a single image. See Section 4.1 for more details.

A re-centering method succeeds if its proposed image
center is less than 100px from any of the ground truth cen-
ters. If the desired center is far from all ground truth points,
then the approach fails. In this case we lack evidence that
supports the selected center as a valid point towards which
guide the user. Note this evaluation is subjective to label-
ers’ opinions, and we do not have a method of telling which
labeler is right when there is disagreement.

We generated saliency maps for the tiles with several
methods, because there is no approach that works best in
all circumstances (Fig. 4). We considered,

I. Walther and Koch’s biologically inspired model [35].
II. Hou and Zhang’s spectral residual approach [16].

III. Guo et al. method [15] for color images.
IV. Bian and Zhang’s spectral domain approach [3] for

grayscale images (a), and for YUV color images (b).
V. Achanta et al. method [1] with defined boundaries (a),

and with smoothing (b).
VI. Our saliency estimation method as in Section 3.1.1.

Once saliency is computed, we estimated the regions of
interest in the tiles using thumbnail cropping by Suh et al.
[32], and our technique as presented in Section 3.1.1. The
work of Suh et al. is relevant because their aim is to estimate
the most informative part of an image. Their method con-
sists in adaptively thresholding saliency, and then fitting a
rectangle to the remaining salient regions. Given our appli-
cation domain, we did not prioritize saliency near the mid-
dle of the tiles, nor used face detection as in their paper.

Table 1 presents the proportion of times an approach suc-
ceeded in proposing a valid image center in the periphery.
The results for selecting as new center the weighted mean of
the thumbnails (using saliency for the weights) were better
than just picking the center of the rectangle. The rectangles
selected by the thumbnail approach were big with respect
to the size of the tiles, hence the center of the rectangles is
highly biased towards the middle of the images.

Figure 5 shows some results of our method, which gen-
erally did better than the thumbnail approach. We obtained
poor performance with saliency (V), due to the well defined
boundaries that characterize saliency maps by Achanta et
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al. The boundaries generate an over–segmentation effect
that lowers the relative entropy of potential ROI.

If we do not filter labeled centers to enforce evaluating
the periphery, then both methods tend to perform well, with
an agreement over 70%. Selecting the center of the thumb-
nails gives best results in this case, because of the biasing
mentioned above. Note, however, that this evaluation is less
interesting for our application. Selecting the middle of the
images as new center for image improvement is equivalent
to only correcting for unwanted camera orientation.

4.2. Saliency threshold

We tested the effect of varying the threshold t, as defined
in equation (1), on our ROI estimation procedure. Values
of 1.0t, 1.25t, 1.5t and 1.75t were chosen for thresholding
images and tiles from our data set.

There appears to be an inverse correlation between the
threshold set for saliency segmentation and relative entropy
(Fig. 6). This suggests that setting a higher threshold is not
appropriate since the chosen region becomes less meaning-
ful when focusing on just a small salient section of the pic-
ture. In addition, there appears to be a positive correlation
between threshold and distance from the weighted mean of
the ROI to the middle of pictures. This can be explained
by the bias towards the maximum salient point in the image
as the threshold grows, versus a less aggressive region of
interest estimation with lower thresholds.

Saliency Thumbnail Cropping [32] Our approach

Method (center) (wmean) (wmean)
I 0.19 0.28 0.32
II 0.23 0.33 0.37
III 0.22 0.31 0.38

IV(a) 0.24 0.34 0.37
IV(b) 0.18 0.22 0.21
V(a) 0.21 0.28 0.23
V(b) 0.20 0.28 0.26
VI 0.22 0.30 0.41

Table 1. Automatically–proposed image center evaluation for
composition improvement. The higher the value, the more a
method agreed with ground truth data (1.0 is total agreement).

Figure 5. Labeled centers (circles) and image center suggested au-
tomatically by our method (square).
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Figure 6. Mean relative entropy, and distance from the ROI to the
middle of images for different saliency thresholds.

When using a bounding box to enclose the region with
maximum relative entropy (Fig. 7), the mean area of the
box for a threshold of 1.0t was 77% the size of the full pic-
tures, with standard deviation σ of 0.18. For the tiles, the
mean area of this box was 67% (σ = 0.25). This suggests
that big interesting regions are considered by our procedure
to describe visual attentive areas. Still, our strategy tends
to favor more specific regions in closer views of the scene.
This behavior seems appropriate for estimating the ROI in
images without knowing about their semantics. More infor-
mation about the context in street scenes is captured with
a wider view and, therefore, a more diverse visual stimuli
is expected. One may argue that a lower threshold than t

should be used because a more accurate approximation to
the most meaningful interesting region can be found. Cer-
tainly more comparisons need to be performed, though the
limited processing capabilities of mobile devices may re-
strict our implementation to approximate solutions.

5. Conclusions and Future Work

We have presented a framework for assisted photogra-
phy aimed at helping riders with visual impairments during
transit problem documentation. Unlike other approaches for
mobile accessibility that ask for human assistance in order
to complete a task (e.g. finding specific objects [4]), we
are developing an interactive application that provides fast,
real–time user feedback. Our current implementation for
the iPhone platform relies on saliency estimation, Gestalt
theory and optic flow for guiding the user towards a better
view of the scene. The device’s tilt sensor is also leveraged

Figure 7. Enclosed ROI in full image (top row) and tiles (bottom)
using thresholds of 1t,1.25t and 1.5t. Red circle denotes max.
saliency. Black and white rectangle is weighted mean of the ROI.

93



to detect and correct unwanted camera orientations without
the need for extra high computational power. Empirical ev-
idence suggests composition improvement can be achieved
by estimating meaningful salient regions in images.

We believe this step towards on-site assisted photogra-
phy sets strong foundations for assisted photography during
problem documentation. We expect the incorporation of se-
mantic information into our framework to improve results.
Planned future work includes user tests for a realistic eval-
uation of the method. We still need to account for dynamic
scenes and their added complexity.
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