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Hi there, would you like 
me to take your picture? 

Sure!

5 ...
4 ...
3 ...

That picture 
looks great! 

(a) (b) (c) (d) (e)

Figure 1: A person interacting with our robot photographer. The robot first offers to take a photo (a). During the countdown
(b), it displays humorous content on its screen (c) to induce spontaneous smiles (d). Finally, it shows the subject’s picture (e).

ABSTRACT
This paper describes our efforts to explore the design space of social
interactions for a robot portrait photographer. Our human-centered
design process involved professional and amateur photographers
to better understand the social dimensions of subject-photographer
interactions. This exploration then guided our design of a robot
photographer, which employs humor to elicit spontaneous smiles
during photography events. In a laboratory evaluation of our robot
prototype, we found that the majority of the subjects considered the
robot’s humor to be comical and appreciated it. More spontaneous
smiles were elicited by the robot when it delivered humorous con-
tent to its subjects than when it was not humorous. Our findings
provide insights for the design of future social robot photographers.

CCS CONCEPTS
• Human-centered computing → Collaborative and social
computing devices.
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1 INTRODUCTION
Portrait photography is popular but complex. It brings together the
lasting character of pictures with the dynamic nature of humans.
While other areas of photography, such as landscape photogra-
phy, seek to capture scenes that remain static for weeks, portrait
photography captures people, who within seconds can change in
countenance, pose, and body language. Further, portrait photogra-
phy goes beyond the capturing of an image to include the nuanced
interaction between the photographer and its subjects [11, 24, 37].

The proliferation of digital cameras and advancements in robot-
ics have motivated the development of robot photographers in the
past. In general, most prior research efforts in robot photography
have focused on the problem of taking well composed pictures of
people [6, 7, 34, 43]. Current commercial robot photographers can
take portrait pictures in weddings [33] and other social events [23].
However, an important gap still exists on understanding human-
robot interactions in photography contexts. What aspects of these
interactions aremost relevant for robot photographers? How should
they engage with people when taking portrait photographs?

We followed a human-centered design process to better under-
stand the design space of social interactions for a robot photogra-
pher. In particular, we explore the potential of creating a humorous
robot photographer that takes portrait pictures. Our design builds on
insights from both professional and amateur human photographers.
It explores the potential of humor to trigger spontaneous smiles
within the photography context in Human-Robot Interaction (HRI).
Spontaneous smiles are important because they convey happiness
and an inner glow that is often valued in photos [8, 18].

We evaluated our prototype of a portrait photographer in a
controlled environment. Participants interacted with the robot on
an individual basis, taking multiple pictures in a variety of positions
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as illustrated in Figure 1. Many discoveries were made during the
evaluation and the design process, such as the complex interaction
between posed and spontaneous smiles that can be elicited by a
robot photographer. Based on these discoveries, we provide design
recommendations for creating future robot portrait photographers.

2 RELATEDWORK
Robot Photography. Most work on robot photography has fo-

cused on automatically capturing pictures based onwell-established
compositional rules, including the “rule of thirds” and the “no mid-
dle rule” [1, 6, 43]. In drone photography, prior efforts have proposed
methods for computing flight trajectories that trade off shot smooth-
ness, occlusion, cinematography guidelines, and motion dynamics
[5, 26]. In more traditional social events, robot photographers have
leveraged mobile navigation to achieve better portraits of people
[1, 6, 7, 20, 43]. A common evaluation metric in this line of work
are picture ratings by third-party evaluators [1, 6, 43].

Notably, Byers, Smart, Grimm and colleagues deployed their ro-
bot photographer at the SIGGRAPH 2002 conference, at a wedding
event, and at other social gatherings [7, 34]. The robot successfully
detected faces and avoided collisions with humans, although it was
limited to a photo flash and camera click as the only means of exter-
nalizing itself. After observing people’s reactions and behaviors in
proximity to the robot, the authors suggested that autonomous ro-
bot photographers would benefit from a bimodal interaction system.
Such a system would enable the robot to blend into the background
for candid photo captures in crowds, and appropriately engage
with humans when the opportunity arises. Worth noting, [34] pro-
vides system design recommendations for robot photographers.
These recommendations include adaptability to the given social
environment, and software modularity to facilitate customization.
We consider these recommendations in the present work.

Commercial solutions exist today for robot photography [23, 33].
However, little is understood about how human-robot interactions
should unfold in a photography context. Our work aims to advance
our understanding of this design space.

HumanPhotography. The portrait photography literature pro-
vides insights into salient elements of the interactions between
subjects and human photographers that can inspire social robot
photography. For example, photography textbooks emphasize the
importance of enlivening [17], engaging [16], and encouraging sub-
jects [42] during photography events. In particular, B. Hurter [17]
shares in his book about the importance of the photographer being
an enlivening presence in the interaction. He provides strategies
on how to enliven the photography experience, all with the intent
of the subject having a good time. For instance, one strategy is
“outrageous flattery and corn-ball humor.” Furthermore, he argues
that it is important to engage photography subjects through con-
versation and eye contact [16]. A subject’s willingness to make
eye contact can be used to gauge their social comfort. If they seem
uncomfortable, one solution is getting the subject to share more
about themselves in conversation. Photographers are also encour-
aged to identify the traits of their subjects which they genuinely
appreciate, and then mention those traits in an affirming way [42].
This strategy can strengthen the photographer-subject relationship
and help the subject feel more at ease.

Portrait Photography is complex because it involves social in-
teractions, which generally have many nuances. This complexity
suggests that to design a successful robot photographer one should
consider the social context and the interactions that take place
during the photographing event. These social aspects can influence
the form of the pictures, i.e., type of composition that is adequate
for a given photo. Additionally, these aspects drive the content, e.g.,
the emotions and sentiment transmitted by a photograph. These
insights are in line with findings by Byers and colleagues [7] who
discuss the importance of adaptability to social environments in
robot photography. They motivated our research’s focus on the
social aspects of portrait photography.

3 DESIGN GOAL
Based on the insights gained from the related work described before,
we set out to explore the design of a social robot photographer. As in
prior work, we determined that our robot should be able to capture
pictures autonomously. But more importantly, it should be able to
take part in the social dynamics of situated photography events
and leverage those social dynamics to take better pictures.

The robot would operate in the context of an indoor, semi-public
university space without strict noise constraints, e.g., the entrance
of a university’s publicly accessible library. Such a space would
provide protection from the weather and vandalism. Also, it would
allow for interactions with a diverse array of people, including
campus visitors, students, staff, and faculty. As visitors come to
explore the campus, the robot would serve as a local photographer
who can capture pictures of them for free. It would provide them
with both a fun experience and with a photo souvenir of their visit.
For the regular members of the community, the robot would serve
as a tool to release stress and document relevant moments of their
life on campus. Our robot would thus inhabit the social role of a
fun, comfortable, and helpful service supplier and entertainer.

Throughout our design process, we narrowed our goal to creating
a social robot photographer that aims to elicit spontaneous smiles
while taking portrait pictures. Spontaneous smiles, also known as
Duchenne Smiles [12], are often valued by the subjects of portraits
[18]. They have been shown to positively affect mental state [38]
and improve one’s perceived attractiveness [3]. Work in marketing
suggests that photos of people with Duchenne Smiles are preferred
over photos of people without them [32].

4 DESIGN PROCESS
We started our iterative design process seeking to explore the design
of a social robot photographer in a university environment. By the
end, we had narrowed our design to be that of a humorous robot
photographer that tries to elicit spontaneous smiles in subjects.
The next sections describe how we arrived at this goal through
interviews and an initial formative study. Further, they describe
how we adapted the behavioral capabilities of our robot based on
the findings from our design process.

4.1 Informal Interviews
We started our design process by conducting informal interviews
with three professional photographers. At this point, we had not
narrowed our design on a humorous photographer, so we did not



ask any humor-specific questions. Two of the interviews were
conducted over the phone, and one was in person while engaging
in an unrelated task. The photographers were informed of the
robot’s design context at the beginning of the interview, so that
their recommendations were tailored to our specific application.
The two primary questions of the interview were:

(1) What would be the best way for us to study professional pho-
tographers in action so as to glean valuable insights that could be
applied to a social robot photographer? The interviewees suggested
having photographers come to our lab to take pictures of ourselves
as well as others, while filming them, analyzing their interactions,
and asking questions along the way. This would allow us to ascer-
tain subtle yet important decisions that photographers make which
might otherwise be overlooked if the photographer was simply
reporting on a previous photo shoot or filling out a survey.

(2) What aspects of the photography experience are expected to
be especially salient to the subjects? The responses to this question
varied. Some of the salient features that were mentioned were unre-
lated to the social aspects of the photo-taking experience. Though
these were not our primary interest, we did still find them useful
because of their importance in producing high-quality photos. The
suggestions included having an interesting background that added
to the picture, taking pictures in a controlled environment where
the lighting was consistent, and making use of whatever camera
worked best on the robot without requiring the camera to be of the
highest quality. When asked if a high-definition image captured by
a standard RGB-D camera would suffice at taking portrait photos,
one of the photographers said “I don’t think it would be that bad.”
This gave us confidence in using a machine vision camera for the
robot to perceive the environment and to take pictures of subjects.
The social aspects of the photography experience that the intervie-
wees mentioned focused on two areas: what the photographer says,
and what the photographer does in order to elicit genuine smiles.
The elicitation of genuine smiles especially caught our attention,
because one of the photographers claimed that one of the most
critical parts of his job was getting his clients to feel comfortable
in front of the camera, and to smile genuinely when the photo
was being taken. He explained how he had worked diligently at
improving this aspect of his practice and saw it as vital to his career.

4.2 Robot Hardware and Software
Because we decided to focus our research on the social dimensions
of robot photography, we did not spend our efforts iterating over
the robot hardware. Instead, we made purposeful hardware design
decisions at the beginning of our research and used the chosen
hardware to explore our interaction design space.

4.2.1 Physical Embodiment. First, we decided to use a fixed table-
top platform for our research. This choice simplified power require-
ments and allowed for heavy compute in comparison to mobile
platforms, which are a common choice for robot photographers
[1, 6, 33, 43]. Second, we determined that the robot should be able
to detect and orient itself towards subject’s faces in order to engage
socially with them. Thus, we opted for using a Trossen Robotics
WidowX Robot Arm Kit for the body. We modified the arm to add
a custom-made robot head with a camera (Fig. 1). The head had a

screen face, which we could use to render any kind of facial expres-
sions or other media. The head effectively turned the arm into a
social robot and provided the means to capture pictures. We called
the robot Shutter because it serves as a robot photographer.

4.2.2 Sensing & Computational Resources. The camera on the ro-
bot was a D435i RealSense RGB-D camera for general perception
and photography tasks. For verbal communication, we initially
used the built in speakers and microphone on a gaming laptop. But
as the complexity of the robot’s software progressed, the limited
computational power and USB port availability of the laptop be-
came a constraining issue. Therefore, we switched to using a more
powerful desktop computer. With this change, we also explored
using a UMA-8 microphone array for audio capture and a Logitech
Z200 Stereo Speakers for crisp audio output (Fig. 1e).

4.2.3 Software. Following the suggestions from [34], we imple-
mented the robot’s software with a modular design. The software
was a collection of Robot Operating System (ROS) processes, also
known as nodes. The node in charge of the main interaction logic
commanded gaze shifts and verbal utterances for the robot based
on the state of the interaction, the subject’s position, and subject’s
verbal input. For estimating users’ position, another node visu-
ally detected faces relative to the robot using the OpenCV library.
For verbal communication, two nodes provided text-to-speech and
speech-to-text services using Google Cloud APIs. The supplemen-
tary material provides more details about our robot’s software.

4.3 Informative Study
The feedback from the interviews (Sec. 4.1) motivated us to conduct
a lab study to better understand subject-photographer interactions.
In the study, participants were photographed by other participants
and by Shutter. The photos were taken in similar conditions to
facilitate transferring of insights from the human photographers
to the robot. An advantage of the controlled environment is that
it allowed human photographers to focus their attention on their
interpersonal interactions with their subjects, instead of worrying
about environmental distractions or other factors such as lighting.

4.3.1 Participants. We recruited groups of adults for two study
sessions identified as A and B. In session A, one professional pho-
tographer participated along with three lab members who were not
involved in the project. All the participants were male. The age of
the professional photographer was 40, while the lab members were
19, 20, and 21 years old. In Session B, there was one female and one
male participant, recruited from the local community. They were 21
and 20 years old, respectively. They reported having intermediate
experience with robots (M=4, SE=1.0) and photography (M=3.5,
SE = 0.5) on 7-pt Likert items. Session B allowed us to investigate
interactions between amateur photographers who take pictures for
fun and passion. It helped us discern some of the key skills that
professional photographers develop through their practice.

4.3.2 Procedure. The study began by consenting the participants,
having them complete a demographics survey, and informing them
of the robot’s design context to maximize the usefulness of their



suggestions for Shutter. The study then continued with a Human-
Human (HH) interaction phase in which humans took photos, fol-
lowed by a Human-Robot (HR) interaction phase in which an initial
prototype of the robot served as the photographer. We did not
counterbalance the order of the phases because we did not want
to bias the way that human interactions unfolded with our robot
prototype at this stage of the design process.

In the HH phase, the professional photographer took pictures
of the other participants in Session A (as shown in Fig. 2), while a
randomly chosen participant served as the photographer in B. In
general, the photographers were limited to: using a simple digital
camera; not using manual options for zoom, focus, or sensitivity;
and standing in specific places to take pictures. These limitations
were imposed to prevent the photographers from focusing on tech-
nical aspects of the camera when taking pictures because the robot’s
camera provides few manual controls. Additionally, the placement
of the photographer ensured that (s)he took pictures at a social
distance [13], which we expected participants to keep from the
robot based on prior work in human-robot proxemics [36, 39, 40].
At the end of the HH phase, the participants completed a short
survey about their experience.

In the HR phase, the participants approached the robot one at
a time. When the robot detected their faces, it offered to take a
photo with the prompt “Hi there, would you like me to take your
picture?” If participants responded in an affirmative manner, the
robot proceeded to count down from 10 to take the photo. The
picture was then displayed in a monitor next to the robot, and it
said “Wow, I think that picture looks great! If you don’t like it though,
we can retake it. Do you want a retake?” The robot then kept retaking
pictures until the participants were satisfied. Finally, the monitor
displayed a QR code which could be scanned by the participants to
retrieve their picture from a remote server.

Once individual pictures had been taken, the robot took a group
picture of the participants. Next, they completed one more survey
about their experience and discussed with the experimenter their
impressions of their interaction with the robot. This group discus-
sion provided an opportunity to gather feedback collaboratively.

Figure 2: A professional photographer (left) takes a picture
of a participant (right) during our informative study.

The participants were compensated at the end of the study. Lab
members received the photographer’s pictures as compensation,
while the rest of the participants were given $5 for their time. The
protocol was approved by our Institutional Review Board (IRB).

4.3.3 Findings From the Human-Human Interaction Phase. The am-
ateur and professional photographers gave directions for the sub-
jects to follow. The amateur photographer told the subject to “pose”,
while the professional photographer provided more sophisticated
and explicit instructions. For example, the professional said “look
to each other as if you were speaking.” Additionally, he provided spe-
cific directions for the subjects to move or rotate. These directions
evidenced creativity on the part of the photographer and mastery
of composition rules. In general, clear directions seemed to be inter-
preted as an indication that the photographer was knowledgeable.

Another key feature of this phase of the study was the use of
humor while photo shooting. Although not always the product of
an overt joke, subjects of the amateur and professional photogra-
pher frequently laughed throughout the interaction. The benefits of
humor on the photos were twofold. First, humor provided a means
of eliciting genuine and more picturesque smiles from the subjects.
Second, reactive smiles and subsequent laughter made participants
more comfortable and improved their body language. One partici-
pant said that “humor could be used to relax all the participants.”

When prompted to critique their photography experience, the
most common criticismwas the lack of an indication of when photos
were taken. The participants were aware that three photos would
be taken of them per session, however, there was no audible click
or signal from the camera that was used by the photographers. One
participant suggested that the photographer could give reassuring
feedback during the photo shoot, such as “you’re doing great.”

4.3.4 Findings From the Human-Robot Interaction Phase. Although
the robot prototype was in an early stage, we were able to gain
valuable feedback by testing it with participants. In general, they
were satisfied with the design of the interaction, claiming that
Shutter was “explicit with its instructions and easy to understand.”
Another participant said “I liked the step-by-step process (of the
photo shoot).” Further, we asked the participants if the robot should
surrender some of its control by displaying the view from its camera
on a screen before the photo is taken. However, most participants
disagreed. They wanted the robot to remain in control as it provided
a more interesting experience than a standard camera phone.

The robot’s outward presence was important to the participants.
In the surveys, it was mentioned that the friendliness of the robot
made it more likeable. Further, multiple participants praised the
design of the robot’s eyes and gaze behavior. For example, a partic-
ipant said that they liked the eye-tracking because it “made me feel
the robot was present.” Users’ perception of the robot’s presence is
reflective on the quality of the overall interaction.

Criticism of the social behavior of the robot was primarily rooted
in participants feeling uncomfortable during the interaction. The
most common complaint was the length of the countdown for a
photo (e.g., “the countdown was too long andmademe feel awkward”).
Prolonged silences during session B also made the experience less
natural than human-human photography events. Other participants
also expressed desire for the robot to control the interaction, e.g., a
person wanted it to “tell[s] us to move for better positioning.”



When asked what strategies the robot could use to make people
smile, the professional photographer suggested that the robot tell a
funny joke. This proposition was interesting as past studies suggest
that humorous robots are perceived as more likable [25], and that
humor can be used as a way to make people more comfortable in
HRI [41]. A joke telling robot may elicit genuine smiles from its
subject as well as improve the subject’s overall experience.

4.4 Improving the Photography Experience
We modified the way that our robot photographer interacted with
users based on the insights from our informative study (Sec. 4.3).
First, we added numeric landmarks in front of the robot such that
it could tell its subjects explicitly where to stand during photo
shooting events, as depicted in the left image of Fig. 3. This change
was motivated by participants’ desire for clear directions from
Shutter. Second, we shortened the countdown for taking a photo
because counting from 10 took too long. The robot now counted
from 5. Third, we modified Shutter’s behavior so that it would
stand still during the photography countdown. This change was
implemented to prevent confusing the subject and taking blurry
pictures. More specifically, Shutter would track the participant
as they moved around and center the participant’s face before
beginning the countdown. Even when Shutter stood still, however,
Shutter’s eyes continued to move to track the participant. Fourth,
we added humorous content to Shutter to improve its interaction
with users and enable it to elicit spontaneous smiles. We expected
these smiles to increase the pictures’ value [18].

We explored several types of media formats for the robot to
convey humor to its subjects. None of the content was offensive;
but some of the humor made fun of the robot photographer. The
four media formats that we considered were:

Memes. Humor that features text overlaid as commentary on
a relevant image. The first of the three memes included a picture
of Liam Neeson from the movie Taken with the quote “If there is
good light, I will find it and I will shoot it”. The second meme was an
image of a photographer in the process of taking a picture with text
that reads “Taking photos for a client when he asks: ‘So do you have a
real job on the side?’” The third meme was of a man making a face
at the camera with the quote “If Monday had a face... This would be
it” (Fig. 1c). The memes were displayed on the robot’s screen for 4,
6, and 4 seconds respectively, replacing the face of the robot.

GIFs. Humor in the form of short, soundless clips. The first GIF
showed a dog sticking its head outside a car window at high speeds.
The second GIF was an edited clip of the television character Mr.
Bean sticking his tongue out. The third GIF was a video of a dog
stuck in a toilet. The GIFs were displayed on the robot’s screen in
the place of the eyes for 3, 1.5, and 2.5 seconds, respectively.

Sound. Humor expressed through a short sound effect. We con-
sidered three sound samples: a goat bleating, a distorted “chipmunk”
laugh, and a child laughing. The sound effects lasted 2.1, 1.3, and
2.3 seconds, respectively.

Speech. Humor conveyed through spoken phrases. The four
phrases were: “What am I doing again”; “2, 4, 3. Number number
number”; “I’m really not very funny” ; and “Say cheese.”

5 EVALUATION
After improving the design of our robot photographer, we con-
ducted a laboratory study to further evaluate its interactions with
subjects. The protocol was approved by our local IRB.

5.1 Environmental Setup
Figures 1 and 3 show the environment in which the study was
conducted. The robot was placed at a table with a monitor next to it,
which was used to display photos. Behind the robot was a Logitech
BRIO camera, and far to its left side was a Stereolabs ZED camera.
The former camera recorded high-resolution images of users’ while
they interacted with the robot; the latter camera recorded auxiliary
footage. Participants generally stood in front of the robot during
their interactions with it. They moved between the numeric land-
marks on the floor, based on the robot’s directions. Meanwhile, the
experimenter sat behind the robot at another computer, waiting for
the photo shooting session with the robot to finish.

5.2 Procedure
After providing consent and completing a demographics survey,
participants were introduced to the robot and asked to stand on
the number one landmark, approximately 0.77 meters away from
the robot (Fig. 3 left). When the participant’s face was detected
by Shutter, the robot initiated the interaction by saying, “Hi there,
I’m Shutter, a robot photographer. Would you like me to take your
picture?” When the participant agreed, the robot started to take the
first of five photos. To start, Shutter said “Great! I will count down
from 5, and then take the picture. Get ready.” The robot then counted
from five to one and played the sound of a camera shutter, signaling
that a picture was taken. This picture was displayed on a monitor
next to Shutter for the participant to view (Photo Monitor in Fig. 3).
Shutter rotated towards the monitor and back to the participant to
simulate as if it was looking at the photo, and directed the user to
move to the next position. For example, it said “That picture looks
pretty good! I think I’ll take another! How about you move over to the
number 5 now so that I can get a different angle of you.”

The second through fifth photos were taken similarly to the first,
except that (1) the participant stood at a different location for each

Photo
Monitor

Experimenter’s
Monitor

Brio Camera

Robot

Speaker
Microphone

Computer
0.77m

1.14m
1.74m

ZED Camera

Figure 3: Left: Interaction space. The floor had 5 landmarks
for subjects to position themselves during photo shooting
(their distance to the robot is in the left-bottom corner).
Right: Close-up view of the robot and computer peripherals.



photo based on the robot’s directions, and (2) Shutter tried to elicit
spontaneous smiles through humor. The same sequence of locations
was used for all participants. Humorous content was conveyed after
the numbers 5, 3, and 1 in the countdown. The specific content
used in each case was chosen randomly from 14 options: no humor,
and 13 different humorous contents of the aforementioned types
(Meme, GIF, Sound or Speech). The countdown paused for each
humorous content and none was repeated to the same participant.
After the last photo, the robot said goodbye to the participant.

After the photo shooting session with the robot, the participant
was instructed to sit at the experimenter’s computer to view and
label his or her reactions to the humorous content delivered by
Shutter. The purpose of this labeling task was to get the partici-
pant’s opinion on whether the robot induced him or her to smile
spontaneously. The reactions to humor could be labeled as: Un-
sure if smiling or not, Not smiling, Posed smile, Spontaneous smile,
and Can’t tell if smile is spontaneous or posed. For consistency, the
experimenter used a script to explain the meaning of each label.

A post-study survey and an open-ended discussion about the
photography experience followed the data labeling task, the details
of which can be found in the supplementary material. At the end
of the study, each participant received $5 for every thirty minutes
of participation. Note that the participants were not informed of
the design context of Shutter until partway through the discussion
because we were interested in observing how participants naturally
reacted to the robot and its humorous content.

5.3 Participants
We recruited 25 participants (9 females, 16 males) through flyers and
word of mouth. Participants ranged in age from 18 to 71 years old
(M=26.8, SD=11.2). Most of the participants were students of diverse
disciplines. Generally, they reported not having much experience
with photography (M=3.0, SE=0.26) nor robots (M=2.6, SE=0.32) on
7-pt Likert responding formats.

6 RESULTS
We analyzed survey responses both quantitatively and qualitatively.
We also considered transcriptions of the final discussion that took
place in the study in qualitative analyses. These analyses began
by inspecting the data and organizing it into two big categories:
one about general aspects of the interaction and photography, and
another one related to humor. For the former category, we found
themes organically through an affinity diagram. Then, we further
categorized ideas into positive feedback, negative feedback, and
suggestions for improvement. For the humor category, we followed
a similar process in general, but paid special attention to the humor
format. The main groups of ideas that resulted from this process are
further discussed in the following sections, along with quantitative
results where appropriate. For all statistical tests discussed next,
we verified their respective assumptions.

6.1 Appearance
Participants first noticed the appearance of Shutter when they
started their interactions with it. The most defining characteris-
tic of Shutter was its eyes. The large eyes along with the robot’s

small stature made the participants believe that the robot was ap-
proachable and “cute” (P10). In the final survey, they reported that
the robot made them feel comfortable (M=5.72, SE=0.29) and was
friendly (M=5.96, SE=0.20) on a 7-pt Likert responding format.

Based on the qualitative data, Shutter succeeded in creating a
comfortable photo-taking environment for the participants. For
instance, they reported that the robot was “very polite” (P25) and
were “pleasantly surprised by how personable it was” (P19). Some
participants assigned a personality to the robot, describing it as
outgoing and friendly. While physical appearance certainly con-
tributed to this perceived personality, other features such as the
robot’s behaviors and humor also played a critical role.

6.2 Verbal Behaviors
Participants generally agreed that Shutter’s verbal directions were
“quick, simple, and easy to follow,” (P23) or “quick and to the point”
(P16). They rated Shutter’s professionalism (M=5.32, SE=0.31) and
timeliness (M=5.36, SE=0.33) positively on a 7-pt Likert responding
format. Interestingly, Shutter’s compliment for the photos that it
took led to mixed impressions. Some participants found the post-
picture commentary to be affirming and engaging, but others crit-
icised it, e.g., because they found it to be “insincere” (P16). In the
study, it was suggested that the robot “be more honest” (P5) and
responded differently when it captured a photo with poor quality.
Taken together, this feedback indicates that robot photographers
should not only be capable of taking good pictures, but should also
use their understanding of photo quality to acknowledge mistakes
and recover from failures.

Beyond the content of Shutter’s speech, participants were gener-
ally supportive of the robot’s voice. We selected the default female
voice from the Google Cloud Text-to-Speech API. This voice was
found to be easy to understand, which helped orchestrate the inter-
action. Some participants found the voice to be “comforting” (P4)
and were pleased by its feminine characteristics (P14 and P21).
Others however, complained that Shutter’s voice was monotonous.
Participants were especially critical of the robot’s lack of intonation
during speech humor. Although it may be difficult for a robot pho-
tographer to not have a “robotic” (P9) voice, our findings highlight
the importance of the robot’s tone of voice in the interaction.

6.3 Countdown
The countdown between each photo was useful for signaling when
the photos were being taken, but many participants felt that the 5
second timer was still too long. Furthermore, when the robot inter-
rupted the countdown to deliver humorous content, some subjects
found the countdown to be “difficult to navigate” (P22). Partici-
pants suggested that not only should the countdown duration be
decreased, but also be more consistent. Their suggestions reinforce
the idea that subjects value clear indications of when a photo is
being taken during photography events.

6.4 Humor Perception
Research on humor has shown that a variety of factors impact hu-
mor perception, including culture [19], education [22], and gender
[2], so it comes as no surprise that some participants found the
humor conveyed by the robot to be extremely comical, while others



did not share the same appreciation. In particular, thirteen partici-
pants expressed a positive perception of the humor, five expressed
otherwise, and the rest made no specific comments. Positive percep-
tions from survey responses included phrases such as “quite funny”
(P5) and “amusing and unexpected” (P9). In terms of the negative
comments, three participants explicitly mentioned the humor as
something that they disliked about their interaction with Shutter.

Mixed results were also found on the impact that humor had on
participants’ interaction with the robot as a whole. The many partic-
ipants that expressed appreciation of the humor mentioned several
ways it improved the interaction. For example, P14 expressed that
the humor humanized Shutter, P21 felt that the humor put her
at ease, and P3 wrote “I liked that I was entertained and engaged
throughout the session. It’s hard to hold a smile for a while or to
stay attentive during a traditional photography session.” P9 even
expressed that “The jokes made me feel more comfortable” – one
of our primary goals. The participants that did not appreciate the
humor mentioned that it extended the interaction and reduced the
photographer’s efficiency (P20). P10 wrote that “sometimes I felt
too focused on the jokes.” However, the other three participants
who did not find the humor content funny never mentioned this
aspect worsening the overall interaction with the robot. Overall,
the effect of the humorous content was net positive.

6.5 Spontaneous Smile Elicitation
We used participant-labeled data to perform a chi-square test of
goodness-of-fit to determine whether a spontaneous smile was
equally observed when the robot delivered humorous content and
when it did not during the countdown. Spontaneous smile responses
were not equally distributed, X 2(2,N = 297) = 4.5064,p < 0.05.
Humorous content preceded spontaneous smiles 40% of the time,
while no humor preceded spontaneous smiles 14% of the time. The
humor tended to elicit spontaneous smiles as we expected.

The amount of humor content that was found to be comical
varied across participants. For some, all of it was funny; for others,
none of it was. But for most, a few of the content pieces were fairly
humorous. The success of the various content media at eliciting
spontaneous smiles from participants can be seen in Figure 4. The
post-study survey and discussion also revealed that for many par-
ticipants, there was one particular medium which they enjoyed
more than the rest. The most popular one was GIF.

We used a linear regression to predict a participant’s rating of
their overall experience base on the number of spontaneous smiles
that (s)he had. After correcting for heteroskedasticity, the statistical
analysis showed that a significant linear regression equation was
found, F(1, 23) = 7.62, p = 0.011. The more spontaneous smiles
participants showed, the higher their perception of their experience.

6.6 Photo Quality & Style
The participants reported split opinions about the quality of the pho-
tos taken by Shutter in the final survey. Thirteen participants rated
the quality positively, ten rated it negatively, and two provided neu-
tral ratings. A REML analysis on the Quality ratingswith Participant
ID as random effect and Gender as fixed effect resulted in signifi-
cant differences for Gender (F[1, 23]=5.32, p=0.03). A Tukey-HSD
post-hoc revealed that in general, females had a significantly higher
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Figure 4: Shutter’s success in using various humorousmedia
formats to elicit spontaneous smiles. Y-axis corresponds to
percentage of Spontaneous Smile or Other response.

perception of the quality of the photos (N=9, M=5.33, SE=0.40) in
comparison to males (N=16, M=3.69, SE=0.48). The quality ratings
were not significantly correlated with the participants’ photog-
raphy experience, how much they enjoy taking photos, nor how
much they enjoy having their photo taken. However, a trend for a
negative correlation was observed between the quality ratings and
participants’ experience with robots (p=0.052).

The main reason that participants expressed for disliking the
pictures taken by shutter was the way in which they were framed
or the resulting photo composition. Twelve participants suggested
improving the framing of the photos. Worth noting, we generally
assumed that people would want to appear smiling in the pictures
taken by Shutter. However, therewas one participant who expressed
the contrary. The person said that though he found the jokes funny,
he tried to control his smiling because he wanted a good picture,
not with his mouth open. Two other people also indicated being
unsure if they were supposed to smile. They originally thought that
they had to be serious for the photos, such as when passport photos
are taken. This feedback suggests that future versions of our robot
photographer should discuss photo styles with subjects.

7 DISCUSSION
7.1 Subject-Photographer Interactions
Our evaluation showed that our prototype was in line with our
design goals and confirmed several observations from our design
process. First, we found humor to be a viable mechanism for our
robot to elicit spontaneous smiles during photo shooting events.
Second, humor, the appearance and the verbal behavior of the robot
helped the participants feel more comfortable and at ease during
human-robot interactions. This is important because we wanted to
make our social robot photographer a fun and comfortable service
supplier. Third, we foundmore evidence that suggested that subjects
want the robot to control the interaction. This finding aligns with
Smart and Grimm’s suspicion that a robot photographer should
drive an interaction once it engages with its subject(s) [34]. Fourth,
we found a trend that suggested that the more experience users
have with robots, potentially the more they expect for the quality of
the photos that it takes. Lastly, our results suggest that not all photo
styles are liked the same by potential subjects. Personalization of
the photography experience may be beneficial.



7.2 The Complexity of Smiles
Our design process showed us that endowing robot photographers
with the ability to reason about smiles is a complex but useful task.
The task is complex because often times, once the countdown for
a picture had started, participants felt motivated to pose smiles.
They wanted their photo to convey a happy emotion. This meant
that their facial expression transitioned from a posed smile to a
spontaneous smile (and vice-versa). We expect these types of tran-
sitions to pose problems for existing spontaneous smile detectors,
e.g., [10, 21, 27], because these systems are often built and evalu-
ated using videos in which people transition between neutral facial
expressions and spontaneous smiles. The latter type of transitions
are easier to identify than those observed in our interactive setting.

Enabling humorous, robot photographers with the ability to
distinguish spontaneous smiles is important for them to respond
appropriately to different situations. For example, the robot could
change its humor if failing to elicit spontaneous smiles. Or when a
spontaneous smile is identified before the countdown finishes, the
robot could save that photo as its final picture and stop counting
down. This would accelerate photo shooting events.

7.3 Limitations
Our project is still in progress. Our evaluation of Shutter was limited
in that we did not evaluate the pictures taken by the robot through
third-party observers, as is typical within the robot photography
literature [1, 6, 43]. Furthermore, we enabled our robot to take
pictures under a centering composition rule, but more aesthetic
compositions could be used instead, e.g., the rule of thirds. Lastly,
we only considered interactions in our lab with a single subject
at a time, but groups are relevant in our problem domain as well.
We plan to improve Shutter in all these respects and test it in a
semi-public, university environment in the future.

8 DESIGN RECOMMENDATIONS
The next paragraphs summarize key lessons from our design pro-
cess and evaluation. They provide a guide to design future social
robots that serve as portrait photographers:

Comfort is crucial, and can be realized using a soft voice
and pleasant face. The importance of comfort was mentioned in
the interviews with professional photographers, in the informative
study, and throughout the evaluation of our final design. We recom-
mend intentionally designing robot portrait photographers such
that participants feel comfortable interacting with them. Though
achieving this comfort requires a comprehensive approach, the
robot’s face and voice are significant components.

Use humor to improve the photography experience, but con-
sider that it is not universal. People generally enjoy a humor-
filled experience and prefer pictures in which they have a genuine
smile. In our last study, the more spontaneous smiles participants
had, the more they were satisfied with their photography experi-
ence. And because the vast majority of spontaneous smiles were
the direct result of the robot conveying humor content, we recom-
mend adding humor to robot portrait photographers. This can be
done through a variety of media, as in our work. It is worth noting
however that no one piece of humor will be funny to all audiences.

Trying an array of humorous content or customizing the humor
per subject can increase the chances of the humor being comical.

Make the photography countdown consistent and short. We
shortened the countdown from 10 to 5 based on our initial design
exploration, but even 5 took too long in our final evaluation. Thus,
we suggest a shorter countdown, e.g., starting from 3.We also found
that when humor interrupted the timing of the countdown, partic-
ipants were displeased that they did not know exactly when the
picture would be taken. Setting better expectations in this regard
and keeping the countdown more consistent is beneficial.

Consider human-robot interaction dynamics for sponta-
neous smile detection. Spontaneous smile detectors are often
trained with video data collected in very constrained environ-
ments. But this type of data is not necessarily representative of
subject-photography interactions, in which transitions between
posed smiles and spontaneous smiles are often observed. For this
reason, we recommend considering data that is more representative
of the photography scenario when building such detectors.

Acknowledge mistakes. When Shutter complimented partic-
ipants on a poor-quality picture, the complement was generally
perceived as being disingenuous. Thus, we suggest instead to en-
able photography robots to recognize mistakes and be honest about
undesirable outcomes, such as poorly framed pictures. Honest re-
sponses can build rapport with the robot and strengthen the in-
teraction. Our work reinforces the importance of human trust in
social HRI [4, 9, 14, 28–31, 35] and highlights the need for robust,
failure detection methods [15].

When adding humor to an interaction, consider the cost of
time. Because it is challenging to find humor that everyone will
find a funny, the time required to convey the humor should be
seen as a cost borne by those who don’t find it humorous. Thus,
if possible, we recommend adding humor in parallel to the main
interaction. For example, Shutter could show a funny GIF while
simultaneously counting down to take the picture. The cost of
humor is worth considering in other HRI scenarios in which a
robot’s quality of being comic plays a key role in the interactions.

9 CONCLUSION
We explored the design of a humorous robot that takes portrait
pictures while trying to elicit spontaneous smiles from subjects.
Our human-centered design process included both professional
and amateur photographers. We engaged with them through in-
terviews and an initial, informative study to better understand
subject-photographer interactions and create a working prototype
of our robot photographer. We then conducted an evaluation of
our design and found that our robot was able to leverage humor to
elicit spontaneous smiles from subjects. The more people smiled
naturally as a result of the robot’s humor, the higher they rated
their photography experience with the robot. We discussed design
recommendations based on the insights gained from this process.
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Supplementary Material 

A. Software 
A diagram of the modular software architecture used for the Evaluation Study (Sec. 5) is found 
in Figure A.1. A simplified version of this architecture was used for the Informative Study (Sec. 
4.3). The primary input sources to the system include audio data captured by the robot’s 
microphone array, and RGB-D data from the robot’s camera. The main outputs are the robot’s 
body motion controlled by its joints, the visual displays of its screen and the auxiliary monitor 
used to display the photos that the robot took, and audio communicated through the robot’s 
speakers. The next section details the main modules of the robot’s software architecture. 

 

 
Figure A.1. Our robot’s software architecture. 

 
 
 
 



Software Modules 
ros_speech2text: Converts speech spoken by the user to text using Google Cloud services. 
person_detector: Detects faces found in the images acquired by the robot’s camera with the 
OpenCV library. 
input: Performs initial processing of the audio input.  Responses from the user, such as “sure” 
or “no”, are converted to a binary signal which represents either an affirmative response, or a 
negative response.  
face_poses: Uses depth images captured by the robot’s camera and the face detections to 
determine the 3D location of each detected face relative to the robot. 
main: Handles the flow of the interaction. Orchestrates the robot’s motion and other 
communication modalities in the photography context based on sensed inputs. 
motion: Moves the joints of the robot to look at one of the detected faces. Also moves the eyes to 
look at a face as well.  
behaviors: Moves the robot to perform a fixed behavior such as looking at the monitor. 
output: Performs initial processing of the output. A configuration file and the output’s type are 
used to determine where to send the output. For example, if the output is text, the configuration 
file is consulted to determine if the text should be spoken, displayed on the screen, or both.  
photo_taker: Captures an image and saves it to the disk. 
text2speech: Converts text to a speech. 
screen_output: Displays text output on the screen. 
sound_output: Plays the desired sound. 
image_output: Displays an image on the screen. 
 

B. Prior Experience Questions 
The demographics questionnaire used in the Evaluation Study (Sec. 5) asked participants about 
their background and preferences regarding photography and robots. The specific wording of 
the questions is included below to provide a more thorough understanding of the study: 
 

● How much experience with photography do you have? 
● How much experience with robots do you have? 
● How much do you enjoy taking photos? 
● How much do you enjoy having your photo taken? 

 
Quantitative results for the above questions are discussed in Sec. 6.6. 
 



C. Post-Interaction Questions 
After participants of the Evaluation Study (Sec. 5) interacted with the robot, they answered 
questions about their experience. The question formats included 7-point Likert format, typed 
short response, and transcribed discussions. We include the exact wording of the questions in 
this supplementary material for completeness. 

Photography Satisfaction Survey 
The Satisfaction Survey was inspired by a Customer Satisfaction Survey by Juhl Photography, a 
professional photography business in Watertown, WI. The survey had questions that each 
asked about one specific aspect of participants’ experience with Shutter. Each question 
presented the name of the respective aspect that it referred to and a brief explanation. 
Participants responded using a 7-point Likert responding format (with 1 being Very Unhappy 
and 7 being Very Happy). We only included in the paper’s Results (Sec. 6) the Satisfaction 
Survey questions that related to our most significant findings. The complete list of questions is 
found below:  
 
How would you rate Shutter on: 

● Timeliness - How well did your photographer meet your expectations concerning length 
of session? 

● Friendliness - The friendliness of your photographer? 
● Professionalism - The professionalism of your photographer? 
● Knowledge - The knowledge and skill of your photographer? 
● Comfort - How well did your photographer make you feel comfortable during the 

session? 
● Attitude - The attitude of your photographer? 
● Poses - How happy are you about the number of different poses taken during your 

session? 
● Service - If there were any problems or concerns, how well did your photographer 

handle them for you? 
● Quality - The quality of your final portraits? 

Open Ended Survey Questions 
We designed open-ended questions to provide us with a qualitative understanding of the 
participants’ experience. Responses can be found in Results (Sec. 6), and the exact wording of 
the questions is found below: 
 

● What did you like about Shutter's direction? 
● What would you change about Shutter's direction? 
● What did you like about your interaction with Shutter? 
● What did you dislike about your interaction with Shutter? 



● What could Shutter have done differently to improve your experience? 

Final Discussion Questions 
Discussions varied depending on which aspects of the interaction each participant found most 
notable. There were a few questions that we often asked, however, because of their relevance to 
the study. The most common discussion questions were: 
 

● What was you favorite humorous content and why? 
● What was your favorite type of humorous content and why? 
● If you could add more humorous content, what would you add? 

 
The key findings of the discussion are found in the paper’s Results (Sec. 6). 
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