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a) Participants played a multi-player Space Invaders
game with one of three co-player identities.

b) Participants experienced 2 assistive behaviors by the co-player: it helped destroy participant enemies 
on the left side of the screen early in the game, or helped late after destroying its own enemies.
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Figure 1: The study investigated how participants perceived an agent that, unexpectedly, acted prosocially in a Space Invaders
game. We controlled for the agent’s assistive behavior (Early vs. Late Assistance) and its identity (Human vs. Computer vs. AI).

ABSTRACT
Much prior work on creating social agents that assist users relies
on preconceived assumptions of what it means to be helpful. For
example, it is common to assume that a helpful agent just assists
with achieving a user’s objective. However, as assistive agents be-
come more widespread, human-agent interactions may be more
ad-hoc, providing opportunities for unexpected agent assistance.
How would this affect human notions of an agent’s helpfulness?
To investigate this question, we conducted an exploratory study
(N=186) where participants interacted with agents displaying un-
expected, assistive behaviors in a Space Invaders game and we
studied factors that may influence perceived helpfulness in these
interactions. Our results challenge the idea that human perceptions
of the helpfulness of unexpected agent assistance can be derived
from a universal, objective definition of help. Also, humans will
reciprocate unexpected assistance, but might not always consider
that they are in fact helping an agent. Based on our findings, we
recommend considering personalization and adaptation when de-
signing future assistive behaviors for prosocial agents that may try
to help users in unexpected situations.
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1 INTRODUCTION
The notion of autonomous agents that help users is becoming more
and more prevalent in every day life. Conversational assistants can
help users find information on the web [43, 66], tools powered by
Artificial Intelligence (AI) can support pathologists in making diag-
noses [23], computer-mediated peer support can combat isolation
in home care workers [52], and digital intervention systems can
help build healthy eating habits [17] or treat compulsive gaming
[68]. Across these scenarios, it is common to assume that the agent’s
only goal is to support the human and to define helping behaviors
for autonomous agents in terms of application-specific user needs.

As assistive agents become more widespread, opportunities arise
for human-agent interactions to be more ad-hoc with less defined
dynamics between parties. For example, agents may begin acting
individually in an environment and then find reasons to engage
in cooperative activities with unfamiliar human teammates [57].
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Agents may also find opportunities to assist others despite some
personal cost, i.e., to engage in prosocial behavior [11, 13]. How
would people interpret unexpected prosocial actions from an agent
when they are not primed for assistance?

Inspired by prior work that investigates human-agent interac-
tions via social games [3, 29, 38], we conducted an exploratory
online study to understand how people perceived the helpfulness
of an agent in amulti-player Space Invaders game, as shown in Fig. 1.
In this game, players moved their spaceship and shot bullets across
the game screen to destroy incoming enemies. An autonomous
agent provided unexpected prosocial assistance by destroying en-
emies on the participant’s side of the screen (see Fig. 1(b)). This
resulted in more points for the participant in the game.

When the study began, there was no requirement for coopera-
tion among players, nor expectation for assistance from the other
agent in Space Invaders. That is, participants were not expecting
the co-player to help them destroy enemies on the left side of the
game screen. We purposefully did not incentivize teaming (or com-
petition) with the autonomous agent, and intentionally chose a
game with ambiguity around how players should behave in this re-
gard, because this ambiguity is realistic in many real collaboration
scenarios. For example, consider a scenario where you are watching
someone cook, and you notice that the garlic in a pan is starting to
burn. If you remove the pan from the heat, would they think you
were helping or feel like you were interfering with their cooking?

We suspected that Space Invaders would allow us to observe
varying human perceptions of agent helpfulness based on the type
of assistive behavior that the agent provided during interactions, the
order in which humans experienced these behaviors, and how the
agent was described to the participants. In particular, we designed
two types of helping behaviors for the agent, which differed based
on the timing of the assistance (Fig. 1(b)). We also introduced the
agent to the participant as either controlled by another human, by
artificial intelligence, or by a computer.

By studying human-agent interactions in Space Invaders, we
uncovered valuable insights for the development of future social
agents. First, our findings challenge the conventional notion that
helpful agents are those that simply achieve the human’s objective.
Instead, our work suggests that it is crucial for autonomous agents
to reason about how their assistive actions are perceived because
human notions of helpfulness are nonuniversal. What the designers
of autonomous agents think is helpful behavior may not actually
be perceived as helpful in practice.

2 RELATED WORK
Games inHuman-Agent Interaction: Previous studies have used
multi-player games to study human-agent interactions because
games are easy to adapt to specific research needs and can reflect
important aspects of real-world interactions. Games motivate users
to engage and provide freedom to explore novel interactionmethods
that would otherwise not be feasible to implement at scale [62].

Prior work in Human-Agent Interaction (HAI) has typically con-
sidered interactions involving turn-taking or survival games that
explicitly encourage cooperation [2, 25, 64] or competition [12, 50].
Less common are scenarios where neither setting is pre-established.
One important exception is the work by Large et al. [38], which

our study directly builds from. Their work studied how humans
perceived and reacted to a cooperative and an uncooperative agent
in a two-player version of Space Invaders. The cooperative agent
helped a human destroy their enemies, and was found to be more
helpful than the uncooperative agent, which only destroyed its own
enemies. In the present work, we used a similar game to the one
used by Large et al. [38] and did not encourage cooperation nor
competition among players. Different from the previous work, we
compared two types of assistive behaviors for an agent, studied the
effects of how an agent was introduced, and further analyzed the
nuances of perceived helpfulness.
Agent Identity: Past work has investigated how the identity of an
agent may affect human perception of the agent and interactions
with it. For example, Li et al. [41] explored how the identity of a
lecturer affected video instruction and found that attitudes were
more positive toward human lecturers than toward robots. In AI-
mediated communication, Jakesch et al. [30] observed a “replicant
effect” on how much people trusted hosts in the Airbnb platform:
only when the participants thought that they saw a mixed set of
host profiles written by AI and humans, did they mistrust hosts
whose profiles were labeled as or suspected to be written by AI.

Closer to our work, Ashktorab et al. [3] investigated human-
agent interactions with different agent identities in a cooperative
word association game. Their results suggested that participants
found the player labeled as human to be more likable and helpful
than the player labeled as AI, but the identity had no impact on
the outcome of the game. Additionally, even when bots do have
superior abilities (e.g., negotiating), this advantage can be nullified
by biases humans hold when participants are informed they are
interacting with a bot [29]. In contrast to the discrete nature of
the aforementioned games, our experimental task, Space Invaders,
requires more continuous decision-making and has a fast pace.
Agent Helpfulness: Past research has extensively studied how
interactive agents can be helpful by supporting users (e.g., [36, 53,
67, 68]) and facilitating better interactions within groups of humans
(e.g., [15, 16, 24, 45, 56]). While past supportive technologies may
be autonomous and responsive to specific events, it is common to
create social agents using preconceived notions of what a “helpful”
action will be. For example, Duan et al. [16] studied how an au-
tonomous agent could improve collaborative interactions between
native and non-native speakers. In this work, the agent was pre-
programmed with a preconceived notion of what it meant to try to
help during the interaction: asking for clarification when rare words
were used in the conversation, subject to frequency constraints.
However, one could imagine situations where this behavior might
be undesirable. Asking for clarification could break the flow of the
conversation if no one was actually confused.

Prior work highlights the importance of different factors that
can affect human perception of assistance. One important factor is
the timing of assistive actions [10, 31, 32], which motivated the two
helping behaviors that we designed for an agent in Space Invaders.
Additionally, Rudman and Zajicek [54] found that when balancing
helpfulness and annoyingness, autonomous agents need to consider
human feelings about interactions, ensuring that actions are not
only objectively useful, but also perceived to be useful. Similarly,
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Kim et al. [34] found that simply presenting help does not neces-
sarily correspond to perceptions traditionally tied to assistance,
such as agreeableness. Motivated by these works, our study investi-
gated human perceptions of unexpected agent assistance in Space
Invaders to better understand:

RQ 1a: When help is unexpected, is the notion of helpfulness influ-
enced by factors such as agent identity or the timing of assistance?

RQ 1b: How do other agent attributes relate to perceived helpful-
ness of unexpected assistance? Examples of agent attributes include
perceived intelligence or annoyingness.
Prosocial Behavior: This work is in part motivated by a long-
standing interest in prosocial behavior in social psychology [46, 58]
and behavioral economics [4]. Prior work has generally focused
on how and when people help [47]. However, why people help is
more complicated because the motivations driving individuals are
varied and complex [33].

The question of how to create computational agents with social
cognition abilities that are capable of rendering prosocial actions
has inspired significant work within AI [8, 48]. One approach to
creating helping agents is to implement a social goal adoptionmech-
anism [8], where the internal goals of an agent change to be those
of the user it is trying to help. This framing inspired the assistive
behaviors that we chose for an agent in Space Invaders (Fig. 1(b)).

Research in cooperative and prosocial AI technologies has been
diverse, covering coordination aspects [19, 37, 51, 60], teaming
[44, 59], goal inference [65] or reward inference [69], and the de-
velopment of multi-agent systems that cooperate [35, 39, 40]. Prior
work challenges a utilitarian view of human decision-making and
aims to better understand, predict, and promote prosocial behavior
among humans through artificial agents [48]. This line of work
motivated us to study human-agent interactions in a setting where
assistance may emerge, but is not necessarily expected nor required.

There are gaps in current research to understand how effectively
robots and virtual agents are able to promote prosocial behavior
[47]. Because prosocial behavior has been tied to reciprocity [63],
we decided to also investigate:

RQ 2: Do assistive behaviors or agent identity influence reciprocity
of unexpected assistive actions?

3 METHOD
We conducted an exploratory online study to investigate the re-
search questions outlined in the prior Section. In the study, the
participants completed a web survey through which they inter-
acted with an agent in a two-player version of Space Invaders (Fig.
1). Players tried to destroy enemies before they reached the bottom
of the screen, or before running out of lives. Players lost a life if
they collided with an enemy or were hit by a bullet from one of the
enemies. The participants received points for enemies destroyed on
the left half of the screen whereas the autonomous agent – referred
to as the co-player hereafter – received points for enemies destroyed
on the right half of the screen (as in Fig. 1(b)). The co-player was
controlled by the same algorithm for all participants, but the par-
ticipants were told that the co-player was controlled by a human,
a computer, or by Artificial Intelligence (AI), as later explained in
Sec. 3.3. The study was approved by our local Institutional Review
Board and refined via pilots.

3.1 Participants
We recruited 360 participants for the study through Prolific [49].1
Participants’ recruitment criteria required them to be 18 years of
age or older, be fluent in English, reside in the United States, and
have normal or corrected-to-normal vision.

Out of the 360 participants, the study had a final sample size of
186 participants because 174 participants were excluded for several
reasons. First, three participants asked to withdraw from the study
after playing Space Invaders and being debriefed about the true
identity of the agent. Second, the game logs for 141 participants
indicated that in at least one round of Space Invaders, the co-player
did not successfully destroy any of the enemies for which the par-
ticipant received points due to slow Internet speed. Therefore, these
participants did not experience the intended helping behavior by
the co-player. Third, 22 participants were excluded due to data col-
lection issues. Lastly, eight participants were excluded because they
indicated in free response questions that they did not believe the co-
player was another person in the human Identity condition, which
went against our manipulation. More details about the exclusion
criteria are provided in Sec. A of the Supplementary Material.

Of the 186 final participants, 78% identified as female, 20% iden-
tified as male, 1% identified as nonbinary, and 1% preferred not to
say. The participants’ ages ranged from 18 to 66 years old, with an
average age of 26.92 years (𝑆𝐷 = 9.43). At the beginning of the
study, the participants completed a demographics survey. In this
survey, they indicated using computers often: 94% of participants
used a computer daily, 6% used a computer 4-6 times a week, and
<1% used a computer 2-3 times a week. A little more than half of
the participants (53%) played video games at least once a week.
Specifically in regards to Space Invaders, 46% of the participants
reported that they had played the game before, 46% reported they
had not played it, and 8% were unsure. Details on demographics by
condition are provided in Sec. B of the Supplementary Material.

3.2 Space Invaders Game
The Space Invaders game can be seen in Fig. 1. The participant
controlled a purple spaceship using the arrow keys and space bar
on their keyboard. Their spaceship started on the left side of the
game screen and it could shoot bullets upwards to destroy incom-
ing enemies. The participant’s co-player was an orange spaceship,
which started on the right side of the game and could shoot up-
wards as well. The participant and co-player could move left and
right within the full bounds of the game screen. The participant and
co-player were assigned points individually for enemies destroyed
on the side of the screen on which they originally started. Each
player started with four lives, and lost a life when hit by an enemy
or a bullet from the enemies. As the game progressed, enemies
moved downwards, closer to the player until they were destroyed
or reached the bottom of the game screen. The game ended when
all enemies were destroyed, both players lost all their lives, or an
enemy reached the bottom of the game screen. Unbeknownst to
the participant, the co-player adjusted its shooting speed to match
1The number of participants recruited for the experiment was guided by a power
analysis [18] which suggested a sample size of 158 participants. We recruited more
participants than our power analysis indicated because we were collecting data re-
motely via an online survey and knew that varying Internet speeds, which could lead
to other technical issues with Space Invaders, would be prevalent based on pilots.
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the participant’s shooting speed. This was important to make the
assistive behaviors more consistent across participants.

3.3 Study Design
We designed the study considering two main independent variables:

– Co-player Identity (3 levels). The participant was told that the
co-player was controlled by another human, by a computer, or by
Artificial Intelligence (AI). The co-player identity was highlighted
in the game instructions. Due to questions about general AI literacy
(e.g., [42]), we included both the computer and AI condition to see
if there were measurable differences in perceptions.

– Co-player assistive Behavior (2 levels). Based on research on the
importance of timing in human-robot collaboration (e.g., [10, 31,
32]), we focused on timing as the differentiating factor between
two helping behaviors. Specifically, we changed when the co-player
tried to help the participant by destroying enemies on the left side
of the gamescreen. In one game, the co-player exhibited an early-
assistance behavior. It went to the left side of the screen twice to
help destroy the participant’s enemies before it finished destroying
its own enemies on the right side of the screen. The co-player first
moved to the participant’s side of the screen once the co-player
had destroyed 25% of its own enemies and stayed until half of the
enemies on the participant’s side were destroyed. The second visit
was prompted when the participant had destroyed 70% of its own
enemies, and the co-player moved back to its own side once all
of the participant’s enemies were destroyed. In the other game,
the co-player exhibited a late-assistance behavior. Under this
behavior, the co-player helped destroy the participant’s enemies on
the left side only after all of its own enemies on the right side were
destroyed. Fig. 1(b) shows example screenshots of the two helping
behaviors. In both cases, helping to destroy enemies on the left
side of the gamescreen was considered prosocial assistance because
the co-player scored points for the participant with no benefit to
itself. The assistance was also unexpected because we did not prime
participants for cooperation.

We used a 3 (Identity, between) x 2 (Behavior, within) mixed-
design for the user study. That is, each participant experienced
one co-player identity, but played two rounds of the game, one
with each assistive behavior. The participants were not told which
behavior they experienced in which game. It is worth noting that we
counter-balanced the order in which the participants experienced
the assistive behaviors because we suspected that this order could
influence interactions and human perceptions of the co-player.

3.4 Procedure
The experiment was conducted via an online Qualtrics survey and
included two games of Space Invaders. Upon the beginning of the
survey, the participant consented to participate in the study.

Next, the survey asked for the participant’s demographic infor-
mation, as discussed in Sec. 3.1. The survey also gathered person-
ality data via the Revised Competitiveness Index [27] and the Ten
Item Personality Measure (TIPI) [21]. Then, the survey introduced
the Space Invaders game with a combination of text explanations
and visual instructions (see pages 11 and 12 of the supplementary

survey text for examples). Importantly, the text conveyed the co-
player’s identity to the participant (either human, computer or AI).
We purposefully did not tell the participant that they would be
helped by the co-player or that they could help it during the game
because we did not want to prime the participant for cooperation.

The participant experienced two games of Space Invaders, each
followed by a post-game survey about their experience and their
perceptions of the co-player. One game showed the early-assistance
behavior and the other showed the late-assistance behavior, but
the participants were not informed of the order in which they
experienced the two behaviors.

At the end of the study, the participants were asked a final set of
questions about the differences between the games. Also, the partic-
ipants who were told that the co-player was human were debriefed
by telling them that the co-player was automatically controlled by
an algorithm. Due to the deception, the participants in the human
condition were reminded that they had the option to withdraw
from the study. Finally, the survey presented an optional Berkeley
Expressivity Questionnaire (BEQ) [22] and the participants had an
open response question to report any bugs or other comments to
the researchers. Participants were paid $3.60 to participate in the
study, whether or not they chose to withdraw at the end of the
survey. The study typically took about 18 minutes to complete.

3.5 Dependent Measures
The study relied on a combination of qualitative and quantitative
measures to analyze the participants’ perceptions of the interaction
and their reactions to the assistive behaviors from the co-player
during the game. We chose to investigate the perceptions of the
co-player in an exploratory manner. During the study, we mea-
sured factors related to the perception of the co-player (such as
its competence) in addition to factors related to perception of the
Space Invaders game (such as its perceived level of difficulty). Our
aim was to advance our understanding of the complexity of hu-
man perceptions of helping behaviors during a task that involves
continuous decision making.

3.5.1 Survey Questions. Survey questions included questions ad-
ministered right after a given Space Invaders game, as well as the
final questions about both of the games were played:
- Perception of Co-player: After each game of Space Invaders,
the participants were asked to rate their agreement with state-
ments about the co-player on a scale from 1 (strongly disagree)
to 7 (strongly agree). The five statements, from Large et al. [38],
were “the co-player was helpful”, “the co-player was proficient”,
“the co-player was intelligent”, “the co-player was annoying”, and
“I liked the behavior of the co-player in the game”. In addition, the
participants were asked to evaluate the level of warmth, compe-
tence, and discomfort of the co-player using the 18 attributes from
the Robotic Social Attributes Scale (RoSAS) [7]. These ratings were
obtained on a scale from 1 (not at all) to 7 (very much so), and
had high reliability for all 3 subscales. In particular, Warmth had a
Cronbach’s 𝛼 = .88, Competence had 𝛼 = .87, and Discomfort had
𝛼 = .79. Lastly, the participants were also asked if anything about
the behavior of the co-player seemed unusual.
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- Help: After each game of Space Invaders, the participants were
asked if they helped the co-player. They could respond “Yes”, “No”,
or “Not sure” and explain their rationale.
- Game Experience: After each game of Space Invaders, the par-
ticipants were asked to rate their agreement with four statements
about the game on a scale from 1 (strongly disagree) to 7 (strongly
agree). The statements, again from Large et al. [38], were: “I enjoyed
the game”, “the game was difficult”, “the game was boring”, and “I
would play this game for fun”.

3.5.2 Participant Actions in the Game. We analyzed events of the
games using game logs. These game logs contained information
about the state of the game, participant actions, and co-player ac-
tions for each rendered frame of Space Invaders. In particular, we ex-
tracted and analyzed: the number of participant enemies destroyed
by the co-player, the number of co-player enemies destroyed by
the participant, and the participant and co-player’s final scores and
number of lives remaining.

3.6 Implementation Details
The Space Invaders game was implemented using a combination of
browser-based client technologies along with a Python server. For
the client, we used the Phaser game framework2, which is built on
HTML5 and designed to run in a web browser. The Phaser-based
client was responsible for rendering the game and accepting user
input. Communication between the client and the server was facili-
tated by a bi-directional, real-time connection using the WebSocket
Protocol.3 Our server, based on the Tornado web framework, re-
ceived user input and game state to determine the next action for
the co-player. We hosted our Space Invaders game on a computer
with 8GB of RAM and 4 cores clocked at 2.3GHz.

4 RESULTS
This section describes our analyses of post-game survey measures,
final survey questions, and game logs to understand participant’s
notions of helpfulness of the co-player. Perceived helpfulness cor-
responded to participants’ agreement with “The co-player was
helpful”, as described in Sec. 3.5. Unless otherwise noted, we used
Restricted Maximum Likelihood (REML) analyses [61] via JMP Pro
[28] to statistically examine survey data. In these analyses, co-player
Behavior (early-assistance or late-assistance), Order (early-first or
late-first), and co-player Identity (human, AI, or computer) were
considered as main effects, and Participant ID was a random ef-
fect. We conducted post-hoc Tukey Honestly Significant Difference
(HSD) or Student’s t-tests when appropriate.

4.1 Perceptions of Helpfulness by Agent
Behavior and Identity

We first investigated the effects of Behavior, Order, and Identity on
participant’s perceived helpfulness for the co-player. We also used
correlation analyses to investigate the relationship between help-
fulness ratings and effective co-player actions to destroy enemies
for which the participant received points in the game.

2https://phaser.io
3https://developer.mozilla.org/en-US/docs/Web/API/WebSocket

Figure 2: Perceived helpfulness of the co-player by Behavior
and Identity. Perceived helpfulness corresponds to agree-
ment with “The co-player was helpful” on a 7-point scale.

4.1.1 Effects of Behavior, Order, and Identity on Co-Player Helpful-
ness. There was a significant difference in how helpful participants
rated each of the two helping Behaviors, 𝐹 (1, 182) = 5.70, 𝑝 = .018,
as shown in Fig. 2. The participants rated the late-assistance co-
player (𝑀 = 4.64, 𝑆𝐸 = .14) as significantly more helpful than the
early-assistance co-player (𝑀 = 4.23, 𝑆𝐸 = .14). There was no sig-
nificant effect from the Order in which participants experienced the
behaviors, 𝑝 = .59. We similarly found no significant effect of co-
player Identity on how helpful the participant rated the co-player’s
behavior, 𝑝 = .23.

Interestingly, there was a significant interaction between Be-
havior and Order on co-player helpfulness, 𝐹 (1, 182) = 12.80, 𝑝 =

0.0004. A Tukey’s HSD post-hoc test revealed that for the early-first
participants, the late-assistance co-player (𝑀 = 5.00, 𝑆𝐸 = .20)
was perceived as more helpful than the early-assistance co-player
(𝑀 = 3.99, 𝑆𝐸 = .20), 𝑝 = .0003. No other pair-wise significant
differences in helpfulness were observed.

4.1.2 Perceived Helpfulness and Objectively Helpful Actions. Be-
cause of the design of Space Invaders, one is naturally tempted to
associate co-player helpfulness to the participant’s objective: de-
stroying enemies on their side of the screen. In that case, one would
expect a positive correlation between the number of enemies on the
participant’s side that the co-player destroyed and how helpful the
participant perceived the agent to be. However, over both games for
all participants, there was not a significant correlation between the
number of participant’s enemies that the co-player helped destroy,
as recorded by the game logs, and how strongly the participant
agreed that the co-player was helpful (𝑟 (372) = −.06, 𝑝 = .29).
Similarly, we found no significant correlation within co-player Be-
haviors (early-assistance: 𝑟 (186) = .03, 𝑝 = .69; late-assistance:
𝑟 (186) = −.04, 𝑝 = .63), Order (early-first: 𝑟 (178) = −.12, 𝑝 = .10;
late-first: 𝑟 (194) = .02, 𝑝 = .78), and co-player Identity groups (AI:
𝑟 (132) = −.16, 𝑝 = .07; computer: 𝑟 (130) = −.01, 𝑝 = .90; human:
𝑟 (110) = −.02, 𝑝 = .85). Lastly, we explored whether there was a
correlation between final participant score and perceived helpful-
ness across all participants, but found no significant correlation in
this case either (𝑟 (372) = .02, 𝑝 = .77).

https://phaser.io
https://developer.mozilla.org/en-US/docs/Web/API/WebSocket
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4.2 Helpfulness and Other Agent Attributes
We investigated whether helpfulness was correlated with other rel-
evant co-player attributes measured via survey questions. Across
all participants, we found a strong correlation between the partici-
pant’s perception of the co-player’s helpfulness and howmuch they
liked the co-player’s behavior, (𝑟 (372) = .63, 𝑝 < .0001). The next
strongest correlations with helpfulness were a negative correlation
with annoyance (𝑟 (372) = −.47, 𝑝 < .0001) and a positive correla-
tion with competence (𝑟 (372) = .44, 𝑝 < .0001). More details about
correlations between human perceptions of other agent attributes
are discussed in Sec. C.1 of the Supplementary Material.

We also explored if correlations between helpfulness and other
co-player attributes varied across Identity, Behavior, and Order.
Results for Identity are shown in Table 1. While the strength of
relative correlations is fairly consistent across co-player identities,
there are some differences. Most notably, the correlation between
helpfulness and discomfort is significant for participants in the
human and computer groups, but not for the AI group. Also, the
correlation between helpfulness and proficiency is significant for
the human and AI groups, but not for the computer group. There
were no changes in significance of correlations for Behavior or
Order (see Sec. C.2 of the Supplementary Materials).

4.3 Participant Reciprocity
We investigated whether participants reciprocated help from the
co-player by destroying enemies on the right side of the screen.

4.3.1 Effects of Behavior, Order, and Identity on Reciprocity. An
REML analysis on the number of the co-player’s enemies that
participants destroyed in Space Invaders indicated a significant
effect of Behavior on this number, 𝐹 (1, 182) = 138, 𝑝 < .0001. In
particular, the participants destroyed significantly more of the co-
player’s enemies when experiencing the early-assistance co-player
(𝑀 = 3.13, 𝑆𝐸 = .18) than when experiencing the late-assistance
co-player (𝑀 = .13, 𝑆𝐸 = .18). Neither co-player Identity (𝑝 = .053)
nor Order (𝑝 = .36) resulted in significant effects.

4.3.2 Reciprocity with Early-Assistance Co-player. With the early-
assistance co-player, 129 participants (69%) of participants destroyed
at least one enemy for which the co-player received points. No-
tably, a Chi-square test of independence showed that the likeli-
hood a participant destroyed at least one of the early-assistance co-
player’s enemies differed by Order, 𝜒2 (1, 𝑁 = 186) = 4.59, 𝑝 = .038,
but not by Identity, 𝜒2 (2, 𝑁 = 186) = 4.362, 𝑝 = .112. A Fisher’s

Table 1: Correlations between perceived co-player helpful-
ness ratings and other co-player attributes (one per row).

Attribute
Proficiency 0.3199 **** 0.119 NS 0.4801 **** 0.3374 ***
Intelligence 0.3382 **** 0.2802 ** 0.4767 **** 0.2565 *
Annoyingness -0.4661 **** -0.4406 **** -0.383 **** -0.5848 ****
Liked Behavior 0.6271 **** 0.5813 **** 0.607 **** 0.6975 ****
Warmth 0.3585 **** 0.2576 ** 0.4385 **** 0.3739 ****
Competence 0.4416 **** 0.3731 **** 0.546 **** 0.3856 ****
Discomfort -0.2621 **** -0.3214 *** -0.1661 NS -0.2884 **
* p < .05.    ** p < .005.    *** p < .0005.    **** p < .0001    NS not significant.

Identity
All AI Computer Human

Exact Test showed that the likelihood a participant destroyed at
least one of the co-player’s enemies was higher when participants
played the late-assistance co-player first than when they played the
early-assistance co-player first, 𝑝 = 0.024. When they played the
early-assistance co-player in their second game, 76% of participants
destroyed at least one of the co-player’s enemies, compared to 62%
of participants who played the early-assistance co-player in their
first game. The 129 participants who destroyed at least one of the
early-assistance co-player’s enemies destroyed an average of 4.55
co-player enemies (𝑆𝐸 = .29,maximum value = 16). Notably, all
129 participants did so only after the early-assistance co-player had
come over to the participant’s side to help. In response to “Did you
help the co-player?” after experiencing the early-assistance behavior,
64% (83) of the participants that helped selected “yes”, 27% (35) se-
lected “no”, and 9% (11) selected “not sure”. This highlights that not
all participants considered destroying co-player enemies as helping
the co-player, so what is considered helpful can be ambiguous.

For the 129 participants who did reciprocate assistance, we ana-
lyzed their responses to “Please explain your answer about if you
helped the co-player.” We first separated responses by self-reported
response to “Did you help the co-player?”, and then clustered re-
sponses into themes via an affinity diagram. Number of responses
per theme, by co-player Identity and Order, are shown in Table 2.
Of the participants who responded that they did help the co-player,
the most common rationale was because they had destroyed all
of the enemies on their own side. For example, P0414Z wrote “I
went to their side to help them out after finishing off my enemies.”
Reciprocity was the third most common rationale for providing
help. P0226Z wrote “The co-player came over and helped me before
he was even finished with his side. It felt only right to go over and
help him finish his.” Within participants who answered that they
did not help the co-player, the two most meaningful themes were
that they were too focused on their own gameplay and that they
felt they were competing with the co-player. P0262Z responded:“It
was competition so why should I help them”, and P0263Z responded
“I was focused on myself not the co-player.” Notably, five of the eleven
participants who responded they were not sure if they helped the
co-player suggested that they were not sure what was considered
help in this setting, e.g., “I’m not sure what is considered helping the
other player.” (P0374Z).

4.3.3 Reciprocity with Late-Assistance Co-player. In the games with
the late-assistance co-player, only ten (5%) of the participants de-
stroyed at least one of the co-players enemies (𝑀 = 2.60, 𝑆𝐸 =

.76,maximum value = 9). Notably, eight of the ten participants
were in the Early-First Order group, so they had received help from
the agent in the previous game. The two participants in the Late-
First Order group did not have the option to “reciprocate” help
because they would not have seen the co-player come help until
there were no co-player enemies left. Of these two participants, one
responded that they did help the co-player because they “thought of
us as a team”. The other participant answered that they did not help
the agent, and in fact destroyed only one of the co-player’s enemies
in the left-most column of the right half of enemies (i.e., towards the
middle of the screen) after losing a life. When the life was lost, the
player respawned in the middle of the screen, so they may not have
realized that they had destroyed one of the co-player’s enemies.
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Table 2: Explanations from the 129 participants who de-
stroyed at least one co-player enemy about why they did
or did not help the early-assistance co-player. Responses
were separated by response to “Did you help the co-player?”.
Counts were broken down by Identity: AI (AI), Computer (C),
Human (H); and by Order: Early-First (EF), Late-First (LF).

Did you help the co-player? Identity Order

Theme AI C H EF LF Tot

Yes 35 26 22 27 56 83
Done with own side 12 8 5 9 16 25
No reason was provided 7 7 9 9 14 23
Reciprocity 7 3 2 3 9 12
Team 4 3 2 4 5 9
Make game end faster 3 1 0 1 3 4
Swap sides 0 2 1 0 3 3
Better than co-player 0 0 2 0 2 2
New awareness of ability 0 1 1 0 2 2
Other 2 1 0 1 2 3

No 15 10 10 20 15 35
No reason was provided 7 3 5 9 6 15
Focused on own gameplay 3 4 1 4 4 8
Competition 5 0 2 6 1 7
Co-player was adversarial 0 2 1 0 3 3
Other 0 1 1 1 1 2

Not sure 2 5 4 8 3 11
Unsure of helpful definition 1 2 2 3 2 5
Not sure if helped 1 1 1 3 0 3
Other 0 2 1 2 1 3

4.4 Other Findings
Due to the exploratory nature of our study, we expanded our in-
vestigation beyond co-player helpfulness by analyzing post-game
survey responses in relation to the Space Invaders game and per-
ceived co-player attributes. Neither co-player Identity, Behavior or
Order resulted in significant differences with respect to the four
game experience statements that were part of our post-game survey
questions (i.e., enjoy, difficult, boring, and would play for fun). Over-
all, participants enjoyed the game (𝑀 = 5.23, 𝑆𝐸 = .07) and would
play the game for fun (𝑀 = 4.68, 𝑆𝐸 = .10). They did not find the
game difficult (𝑀 = 3.45, 𝑆𝐸 = .09) or boring (𝑀 = 2.65, 𝑆𝐸 = .08).

Identity had a significant effect on howwarmly the co-player was
perceived, 𝐹 (2, 180) = 7.14, 𝑝 = .001. The participants in the human
Identity group (𝑀 = 3.01, 𝑆𝐸 = .16) perceived the co-player as sig-
nificantly warmer than those in the computer (𝑀 = 2.30, 𝑆𝐸 = .15)
and AI (𝑀 = 2.27, 𝑆𝐸 = .15) groups. We found no other significant
effects of Identity on other perceptions of the co-player.

While REML analyses indicated only one significant difference in
perceptions of the co-player based on co-player Identity, we found
several differences based on co-player Behavior. Table 3 shows the
results for the co-player attributes that we examined, including help-
fulness as discussed in Sec. 4.1, by co-player Behaviors across all
participants. On average, the participants rated the late-assistance

Table 3: Means (M), Standard Error (SE) and F-statistic (F)
from REML analyses on the effect of co-player Behavior on
agent attributes. The measures correspond to participant
agreement with statements about the co-player on a 7-point
scale. The results consider all participants.

Measures Early-Assistance Late-Assistance F(1,190)

M SE M SE

Helpfulness 4.23 0.14 4.64 0.14 5.70*
Proficiency 5.16 0.10 6.04 0.10 53.26****
Intelligence 4.54 0.11 5.16 0.11 24.92****
Annoyance 3.61 0.13 2.77 0.13 26.12****
Liked behavior 4.12 0.12 4.78 0.12 21.73****
Warmth 2.49 0.09 2.56 0.09 1.19
Competence 4.48 0.10 5.13 0.10 48.39****
Discomfort 2.38 0.08 2.05 0.08 20.56****
*𝑝 < 0.05. ****𝑝 < 0.0001.

co-player as significantly more helpful, proficient, intelligent, and
competent than the early-assistance co-player. The late-assistance
co-player was also rated as significantly less annoying and less dis-
comforting than the early-assistance co-player. Based on responses
to “I liked the behavior of the co-player in the game”, the participants
liked the late-assistance behavior significantly more than the early-
assistance behavior, on average. Warmth was the one dimension we
evaluated where there was not a significant effect from Behavior.

There were no significant differences across agent attributes with
respect to the Order in which participants experienced the co-player
behaviors. However, similarly to how the interaction between the
co-player Behavior and Order was significant for helpfulness, this
interaction also had a significant effect on perceived discomfort,
𝐹 (1, 182) = 9.22, 𝑝 = 0.003. A Tukey’s HSD test revealed that
for early-first participants, they perceived the early-assistance co-
player (𝑀 = 2.48, 𝑆𝐸 = .11) as significantly more discomforting
than the late-assistance co-player (𝑀 = 1.96, 𝑆𝐸 = .11), 𝑝 < .0001.
There was no significant difference in discomfort when the late-
assistance behavior was experienced first.

5 DISCUSSION
For RQ1a, we investigated whether the timing of assistance or agent
identity influenced the perceived helpfulness of a co-player in Space
Invaders. We found that participants rated the late-assistance co-
player as more helpful than the early-assistance co-player. This was
somewhat surprising because the late-assistance co-player only
helped the participant score points by destroying enemies on the
left side of the gamescreen once near the end of the game, compared
to the early-assistance co-player who helped the participant score
points by destroying enemies on the left side of the gamescreen
on two earlier occasions during the game. However, it could be
argued that the actions from the late-assistance behavior were more
logical. After the co-player had finished destroying its enemies, it
was free to go help the other player. Another explanation is that
the late-assistance player reduced the stress of the participant by
ensuring the enemies on its own side did not reach the bottom of
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the screen to end the game. From this perspective, staying on the
right side of the gamescreen could then be seen as helpful. However,
we did not incentivize a specific goal in the participants, so a longer
game was not necessarily better for all of them.

We also found that participants who experienced the early-
assistance co-player first perceived the late-assistance co-player
as more helpful and less discomforting than the early-assistance
co-player. However, this was not true for the reverse order. This
suggests that a human’s prior experiences interacting with an agent
may change their perceptions of its behaviors. Without expecting
any assistance, the early-assistance behavior may have been com-
paratively more surprising than the late-assistance behavior.

REML analyses showed that co-player identity had a significant
effect on how warmly participants perceived the co-player, but not
on helpfulness as we had expected for RQ1a. Several participants re-
marked in our survey that they wished they could have texted with
the co-player, so it is possible that more communication between
players could have made the co-player identity more salient.

Regarding RQ1b, we found that helpfulness may be more per-
sonal and emotional than solely related to achieving objectives.
Although we assumed that the reward system of Space Invaders
would drive notions of helpfulness, we did not find a significant
correlation between how many participant enemies the co-player
destroyed and how helpful humans perceived this virtual agent to
be. In addition, we found that the co-player’s helpfulness was more
strongly correlated with whether participants liked the agent’s
behavior and found it annoying than with its proficiency and in-
telligence. Annoyingness, in particular, is more personal, whereas
proficiency is more closely tied to achieving a goal.

It was interesting to see that helpfulness was not significantly
correlated with the same agent attributes across identities. For ex-
ample, helpfulness was significantly correlated with proficiency for
a computer or human agent, but not for an AI agent. Also, help-
fulness had a significant negative correlation with discomfort for
a human or AI agent, but the correlation was not significant for a
computer agent. These different results could be because partici-
pants have biases about the proficiency of AI or do not consider
discomfort from a computer in the same way as for the other iden-
tities. Future work should further investigate how identity may
influence perceptions of prosocial agents.

Regarding RQ2, our results indicated that agent behavior had a
significant effect on participant reciprocity of assistive actions, but
identity did not. Participants destroyed more co-player’s enemies
when they experienced the early-assistance than the late-assistance
behavior. While many participants indicated helping because they
were done with their own enemies, 12 participants (14% of those
that indicated helping) said they helped because they were recip-
rocating assistance. Also, nine participants (11%) said that they
helped because they felt like a team, even though we never asked
participants to collaborate with the co-player. This suggests that
unexpected assistance could be a mechanism to motivate human
cooperation [5] and, more generally, engineer prosociality [48].

Taken together, all of these results support an overarching idea:
there is more to helpfulness than solely supporting another agent
in achieving their goal. Even though the early-assistance co-player
took more actions to help the participant score points, participants
rated the late-assistance co-player as more helpful. While 69% of

participants reciprocated help in the game with the early-assistance
co-player, less than two-thirds of them reported that they believed
they had in fact helped the co-player, suggesting the definition of
help was ambiguous. Qualitative analyses also reinforced the idea
that participants can have differing opinions of what it means to
help, even in a simple environment such as Space Invaders.

A line of research that is worth discussing in relation to our
work are efforts to develop robots for physical assistance, e.g., to
help people move from one location to another [20] or manipulate
the physical state of the world [6, 26]. While these robots are often
designed with teleoperation interfaces such that users can directly
control them, much recent work has contributed assistive telop-
eration algorithms where effective assistance is user-dependent
and requires online adaptation [1, 14]. Our work suggests that this
personalized view of assistance is important for autonomous agents
more generally, especially when agents’ assistance is unexpected
by users – which is not the case with physically assistive devices.

Because there might not be a universal definition for help, it is
important to enable computational agents that assist users with the
ability to personalize their behavior as interactions unfold. Research
in continual learning for HAI provides a pathway to creating such
adaptive agents [9]. Also, recent work in value alignment provides
mechanisms to learn behaviors that match human desires [55].

6 LIMITATIONS AND FUTUREWORK
Our work is limited in two ways that motivate interesting future
research directions. First, although the notion of early or late as-
sistance is relevant in many applications, our analyses are bound
to the domain of Space Invaders. It would be interesting to inves-
tigate unexpected agent assistance in other interactive scenarios,
(e.g., with robots). Second, our investigation is limited by our pro-
tocol. The study was conducted as an online survey and we had to
disregard the data of 48% of participants, mostly due to technical
challenges. Improving the robustness of systems for crowdsourc-
ing human-agent interactions could facilitate future research in
understanding how to design and implement assistive social agents.

7 CONCLUSION
We conducted an exploratory online survey to investigate what
factors influenced how participants perceived and reacted to unex-
pected help from an interactive agent in a Space Invaders game. We
found that even in Space Invaders – a continuously-updating but
structured domain – participants’ interpretations of the co-player’s
actions and impressions of the game were highly nuanced. Our
results suggest there may not be universal truths when it comes to
understanding whether an agent’s assistance will be received in a
positive or negative manner when this assistance is unexpected, or
even what actions we can assume humans will interpret as helpful.
Rather, it is important to understand the individual and to adjust to
what is influencing their perception of the interaction.
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A PARTICIPANT EXCLUSION INFORMATION
This sections describes our four exclusion criteria.

A.1 Participant withdrew consent (n=3)
Participants in the Human identity condition were debriefed towards the end of the study about
the co-player being controlled automatically (not by another person). Afterwards, the participants
were asked: “Do you wish to continue being a participant in the study or would you prefer to
withdraw your participation at this point?”

Three participants asked to withdraw from the study after the debriefing, and their data was
discarded.

A.2 Did not experience intended helping behavior of co-player (n=141)
Based on analysis of game log files, if there were no events when the co-player destroyed an enemy
on the left half of the screen (enemies for which the participant received points), the participant
was excluded. This was because the participant did not experience our intended manipulation of
co-player behavior.

We excluded 141 participants due to this criteria.

A.3 Insufficient in-game data (n=22)
We used in-game information as a proxy to estimate the quality of the participant’s Internet
connection during the gameplay or their attention to the game. This information included game
statistics but also videos of the participants recorded with their own webcams (with the participants’
consent) during the study.

We defined the following variables:
• 𝑤𝑐_𝐶𝑃𝑆 : "webcam captures per second"; calculated as the number of webcam images divided
by the elapsed seconds between first and last captured image

• 𝑤𝑐_𝐹𝑃𝑆 : "webcam frames per second"; calculated as the max frame number (rendered frame
in Space Invaders game) in recording divided by the elapsed seconds
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• 𝑛𝑢𝑚_𝑤𝑐: number of webcam images captured for a game of Space Invaders
• 𝑛𝑢𝑚_𝑔𝑠: number of gamescreen images for a game of Space Invaders
• 𝑂𝐹_𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛𝑠: number of frames in which OpenFace detected a human face

Participants were excluded if any of the following conditions were met:
• 𝑂𝐹_𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛𝑠/𝑛𝑢𝑚_𝑤𝑐 < 0.7: participants were excluded if the percentage of webcam
images in which OpenFace 2.0 was able to detect faces was less than 70

• 𝑛𝑢𝑚_𝑤𝑐/𝑛𝑢𝑚_𝑔𝑠 < 0.7: participants were excluded if less than 70% of captured gamescreen
images had a corresponding webcam image

• 𝑤𝑐_𝐶𝑃𝑆 < 10: participants were excluded if “webcam captures per second” indicated the rate
at which images were captured was slow (indicating possible technical difficulties and/or
slow internet connection)

• 𝑤𝑐_𝐹𝑃𝑆 < 30: participants were excluded if “webcam frames per second” indicated the rate
at the game was updating was slow (indicating possible technical difficulties and/or slow
internet connection)

We excluded 22 participants due to meeting one of the above conditions.

A.4 Did not believe playing with another person in Human Identity condition (n=8)
We reviewed participant free-response answers and excluded eight participants who indicated that
they did not believe they were playing with another human in the Human Identity condition.

Example statements that resulted in exclusion in the Human Identity condition:
• Response to “Anything else you’d like to share?” :
– “I mentioned this before, but if there was any wait period or loading screen before starting both
rounds, I’d probably more firmly believe there was another human on the other end. I
might behave more competitively if I thought I was against another person vs CPU.”

– “I had a feeling it was a computer I was playing against due to the rapidness of being
able to take this test. I felt that if there was another human I was playing against it would
take a little longer for them to click start, etc. ”

– “I perceived the co-player as a computer the whole time, which is why I perceived no
emotion and little intelligence from the player. ”

– “I knew it was a computer in the second round. There was no way that it was a person.
Just intuition though not by cheating.”

• Response to “What was the difference in the co-player’s behavior between Round 1 and Round 2
that you noticed?” :
– “In round 2, the behavior was systemic. In round 1, the co player seemed more human
- very opportunistic.”

– “Round 1 co-player seemed like a real player. Round 2 co-player seemed like the computer”
• Response to “Please explain your answer to the question about the behavior of the co-player
seeming unusual.” :
– “I was questioning if it was an actual person or not”

• Response to “Please explain your answer for which co-player behavior you preferred.” :
– “It feltmore human”

Note that the participants who experienced the co-player with the Human Identity did not
experience any other identity in the study. Thus, we excluded participants who thought that the
co-player was not human in any of the Space Invaders games that they played.
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B ADDITIONAL DEMOGRAPHIC INFORMATION
Table 1 shows demographic information by Identity and Order groups.

Table 1. Participant demographics by Identity and Order.

Condition N # Male # Female
# Non-
binary

# Prefer 
not to say Avg. Age (SD)

Human 55 7 48 0 0 23.89 (5.97)
Computer 65 10 54 1 0 28.84 (10.27)
Artificial Intelligence (AI) 66 21 44 0 1 27.55 (10.37)
Early-First 89 19 70 0 0 26.62 (9.39)
Late-First 97 19 76 1 1 27.20 (9.51)
Human:Early-First 24 3 21 0 0 22.79 (4.94)
Human: Late-First 31 4 27 0 0 24.74 (6.61)
Computer:Early-First 33 6 27 0 0 28.39 (10.50)
Computer:Late-First 32 4 27 1 0 29.31 (10.18)
AI:Early-First 32 10 22 0 0 27.66 (10.11)
AI:Late-First 34 11 22 0 1 27.44 (10.76)
All 186 38 146 1 1 26.92 (9.43)

Identity

Order

Identity:Order

C ADDITIONAL RESULTS
C.1 Correlation Analysis of Agent Attributes
Table 2 shows the correlations between participant perceptions of all pairs of co-player attributes,
for all participants. Interestingly, how much the participant liked (or disliked) the agent’s behavior
was more strongly correlated with their perception of the co-player’s helpfulness (𝑟 (386) = .63, 𝑝 <

.0001) and annoyingness (𝑟 (386) = −.61, 𝑝 < .0001) than with their perception of the co-player’s
intelligence (𝑟 (386) = .47, 𝑝 < .0001) and proficiency (𝑟 (386) = .44, 𝑝 < .0001).

Table 2. Means (M), Standard Error (SE) and correlations between perceived co-player helpfulness ratings
and other co-player attributes measured in the survey. Results are computed across all participants.

Variable M SE Helpfulness Proficiency Intelligence Annoyance Liked Behavior Warmth Competence Discomfort

Helpfulness 4.42 0.10
Proficiency 5.60 0.07 0.32****
Intelligence 4.84 0.08 0.34**** 0.63****
Annoyance 3.21 0.10 -0.47**** -0.25**** -0.25****
Liked behavior 4.42 0.09 0.63**** 0.46**** 0.49**** -0.62****
Warmth 2.50 0.07 0.36**** 0.18*** 0.27**** −0.09 0.26****
Competence 4.78 0.07 0.44**** 0.63**** 0.62**** -0.26**** 0.51**** 0.46****
Discomfort 2.21 0.06 -0.26**** -0.13* −0.10 0.49**** -0.36**** 0.28**** −0.03
*𝑝 < .05. ***𝑝 < .0005. ****𝑝 < .0001.
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C.2 Correlation Analysis of Helpfulness and Other Agent Attributes by Behavior and
Order

As discussed in Section 4.2 of the main paper, we looked if correlations between helpfulness and
other co-player attributes varied across Identity, Behavior, and Order. Results for Identity are shown
in the main paper. Results for Behavior and Order are shown here in Table 3

Table 3. Correlations between perceived co-player helpfulness ratings and other co-player attributes (one per
row).

Attribute
Proficiency 0.3199 **** 0.3776 **** 0.2201 ** 0.3279 **** 0.3199 ****
Intelligence 0.3382 **** 0.3616 **** 0.2903 **** 0.3875 **** 0.287 ****
Annoyingness -0.4661 **** -0.5222 **** -0.3894 **** -0.3352 **** -0.5936 ****
Liked Behavior 0.6271 **** 0.6714 **** 0.5729 **** 0.5862 **** 0.6686 ****
Warmth 0.3585 **** 0.3838 **** 0.3336 **** 0.438 **** 0.2727 ***
Competence 0.4416 **** 0.4822 **** 0.3801 **** 0.4559 **** 0.4271 ****
Discomfort -0.2621 **** -0.3114 **** -0.1864 * -0.2181 ** -0.3073 ****
* p < .05.    ** p < .005.    *** p < .0005.    **** p < .0001    NS not significant.

Order
Late-FirstEarly-FirstAll Early-Assistance Late-Assistance

Behavior
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