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Abstract: Robots are well-suited to alleviate the burden of repetitive and tedious
manipulation tasks. In many applications, though, a robot may be asked to interact
with a wide variety of objects, making it hard or even impossible to pre-program
visual object classifiers suitable for the task of interest. In this work, we study
the problem of learning a classifier for visual objects based on a few examples
provided by humans. We frame this problem from the perspective of learning a
suitable visual object representation that allows us to distinguish the desired ob-
ject category from others. Our proposed approach integrates human supervision
into the representation learning process by combining contrastive learning with an
additional loss function that brings the representations of human examples close
to each other in the latent space. Our experiments show that our proposed method
performs better than self-supervised and fully supervised learning methods in of-
fline evaluations and can also be used in real-time by a robot in a simplified recy-
cling domain, where recycling streams contain a variety of objects.
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1 Introduction
Robots are well-suited to alleviate the burden of repetitive and tedious manipulation tasks in homes
and in the public and private sectors. For example, robots might help humans with housekeeping,
janitorial and custodial work, or sorting recyclables. In many of these applications, a robot may be
asked to interact with a wide variety of objects, making it hard or even impossible to pre-program
visual object classifiers suitable for the task of interest. For example, imagine a home robot meant
to help a person clean her room. One might think of defining object categories for this task, such
as “clothes”, “shoes”, “books”, etc. But what if the human wants the robot to pick up only “folded
clothes” from the floor? These kinds of tasks require learning from the human what object category
is relevant. Since these categories can be defined arbitrarily, the robot needs to learn the object
properties that distinguish the human-selected objects from others. Importantly, another challenge
in learning an object category from a human is that the robot cannot assume the objects not selected
by the human do not belong in the category of interest. That is because humans are unwilling to give
many examples and may only provide examples of objects they are interested in.

In this work, we study the problem of learning a classifier for visual objects based on (a few) ex-
amples provided by humans. We frame this problem from the perspective of learning a suitable
visual object representation that allows the robot to distinguish the desired object category from
others. This perspective is motivated by recent work in self-supervised learning, which has led to
significant advances in learning useful representations from high-dimensional data [1]. In partic-
ular, contrastive learning [2] learns representations by pulling similar samples close to each other
while pushing dissimilar ones far apart in the latent space. Recent contrastive learning methods
have been successful in learning strong representations for various downstream tasks in computer
vision, such as image classification, semantic segmentation, and object detection [1]. The challenge
with applying existing contrastive learning techniques to the problem of learning a representation
that distinguishes an arbitrary object category based on human examples is that contrastive learning
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will capture properties of the data, but those properties may not necessarily lead to a good object
classifier according to human requirements.

We propose a new approach that integrates human supervision into the representation learning pro-
cess to compute visual object representations in accordance with human requirements for the task of
interest. Our approach combines an existing contrastive learning method that maximizes the agree-
ment between different instances in the same cluster with our proposed loss function that brings
the representations of objects selected by a human close to each other in the latent space. This
combination results in representations that encode the human desired object characteristics.

We evaluate our approach to incorporate human supervision into the representation learning process
in a simplified recycling setup derived from a standard Material Recovery Facility (MRF). We focus
on this challenging application domain for three reasons. First, recycling streams can contain a
wide variety of diverse objects, ranging in size, weight, color, cleanliness, and form [3]. Second,
constraints on what needs to be recycled can vary dynamically because the requirements of the
MRF’s customers may vary [4]. Third, because of the many objects that quickly move by, a human
demonstrator cannot pick out all the items that need to be removed from the stream. This results in
limited positive examples and no negative examples for the robot.

To conduct offline and online evaluations, we set up a conveyor belt that humans and robots can work
on simultaneously and a feeder system to provide a steady stream of recyclables. We demonstrate
that our method outperforms a fully-supervised learning method and some self-supervised learning
techniques on an offline dataset. Finally, we deploy our proposed learning method in real-time
on a robot working alongside a human in the simplified recycling setup. Our results show how
incremental supervision from the human helps the robot learn visual object representations tailored
to the human’s requirements.

2 Related Work
Self-Supervised Learning: Self-supervised learning obtains supervisory signals from the data by
leveraging its underlying structure [1, 5]. One broad category of techniques in self-supervised learn-
ing is contrastive learning, which has been used in a wide range of computer vision applications
[6, 7, 8]. Contrastive learning methods [2] typically learn a latent space by pushing similar samples
(e.g., two adjacent frames of a video [9]) close to each other while pulling dissimilar data samples
(e.g., frames from two different videos) apart in the latent space. More recently, instance discrimi-
nation [10, 11, 12, 13], a variant of contrastive learning, has shown remarkable success in improving
performance on a variety of downstream tasks. To learn latent-space representations, most instance
discrimination techniques use two augmented views of the same image as a positive data pair in con-
junction with a variety of contrastive learning techniques, such as the contrastive loss [10, 11, 14],
triplet loss [15, 16], momentum encoding [17, 18, 19], or online clustering [20].

Recently, there have been some efforts to learn more robust latent-space representations by lever-
aging properties of non-trivial positive pairs that are correlated in the latent space. For example,
these non-trivial positive pairs can either be selected from a support set [12, 21] or from associating
multiple data instances with clusters [6, 13, 22, 23]. In this work, we leverage a clustering technique
called Contrastive Clustering [13] to enable robots to learn visual object representations. Contrastive
Clustering extends instance-level discrimination to distinguish between objects belonging to differ-
ent clusters while maximizing agreement between objects belonging to a cluster.

Adding Supervision to Contrastive Learning: Prior work has guided representation learning pro-
cesses by leveraging labeled data [24, 25]. Khosla et al. [25] proposed a method to train a contrastive
learner in a fully-supervised fashion to improve performance on multiple downstream tasks. How-
ever, since their method is label intensive, more recent work has explored using semi-supervised
[26, 27] and weakly supervised [28] learning techniques to compute strong representations. Wilber
et al. [29] introduced an algorithm called SNaCK that proposes adding a loss function to visual rep-
resentation learning that reflects a human’s preferences. However, SNaCK requires a human to pro-
vide a large number of examples of objects that the human thinks are similar and dissimilar, which
would be infeasible in real human-robot interactions. To the best of our knowledge, our method is
the first to show how human feedback can be leveraged to learn visual object representations tailored
to dynamic human-defined requirements with limited examples of a single category.

Human Centric Robot Learning: There are many ways in which a robot can learn from a human.
The three most common types of demonstrations used for robot learning are kinesthetic teaching,
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Figure 1: Our Approach. Data pairs are constructed using randomly applied data augmentations.
The extracted features are fed into three jointly trained heads. The Instance Projection Head projects
the features into a space where each row denotes an augmentation of an image and uses the instance
loss to minimize the distance between two augmentations of the same image. The Cluster Projection
Head projects feature vectors into a space where each column denotes each instance’s cluster assign-
ments, and the cluster loss minimizes the distance between instances belonging to a cluster. Finally,
the Human-Supervised Head minimizes the distance between each human-selected example.

teleoperation, and passive observation [30]. Our work uses passive observations because of the
ease at which they allow the human to teach the robot and the hardware-agnostic nature of this
demonstration type. Much of the recent work in the field of learning from passive observations
uses reinforcement learning to train a robot. For example, the work of Mukherjee et al. [31] uses a
learned goal proximity function as a dense reward for policy training, and Karnan et al. [32] propose
to learn navigation policies from a single video demonstration. Our work complements these efforts
by proposing a novel approach for learning visual object representations that a robot can use for
manipulation tasks, like sorting recycling streams.

Typically within the area of human preference learning, a robot learns the preferences of its human
collaborators to perform a task through various reward shaping techniques [33, 34]. Our work is
related to this thread of research because we want a robot to learn the preferences of its human
collaborator for a sorting task. However, we want the robot to use passive observation rather than
more traditional active querying techniques [35, 36, 37] because, in the recycling domain, humans
are already busy picking objects from recycling streams. Preference learning in our work then
entails having a robot learn the visual characteristics of the categories of objects that the human
collaborator is interested in. We propose to approach this problem from the perspective of self-
supervised representation learning and incorporate human supervision in a novel manner to ensure
that the learned representation aligns well with the human’s preferences.

3 Learning Visual Object Representations Tailored to Human Requirements
We propose a method to guide the representation learning process of a contrastive learner using
human supervision, as shown in Fig. 1. To achieve this goal, we optimize a feature extractor jointly
with three ”heads.” These heads maximize the agreement between 1) multiple views of the same
image, 2) multiple instances of the same cluster, and 3) human-selected examples.

Let X be the set of all objects relevant to a manipulation task and C be the total number of human-
defined categories such that a given category c ∈ {1,..., C}. As a property of our problem, a human
selects a set of items H such that H ⊂ X and all objects in H belong to a given human-defined
category c. The paragraphs below use this notation to describe the components of our approach.

Base Encoder: The base encoder is a feature extraction network that obtains representations from
two stochastically augmented views of the same image [10]. For a given image x, the base encoder
outputs a feature vector y, such that y = f(x). Therefore, if two stochastic augmentations of an
image are denoted by xi and xj , their feature representations can be denoted by yi = f(xi) and
yj = f(xj). Additionally, if xh is an image in H, then its feature representation is yh = f(xh).
We feed the image representations output by the base encoder to the three heads described next.

1. Instance Projection Head: The Instance Projection Head is a Multi-Layer Perceptron (MLP)
with one hidden layer to map the features of two augmented views of the same image to a latent space
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[10]. For example, for the representation of an image’s first augmentation yi, its representation after
passing through the Instance Projection Head is zi = h(yi) (Similarly, for the second augmentation,
zj = h(yj)). As in Chen et al. [10], we apply the NT-Xent loss on the representations from the
Instance Projection Head. Therefore, for a positive pair of examples (i, j) constructed from two
augmented views of the same image, the instance loss w.r.t. the first augmentation is formulated as:

li,jins = − log
exp (sim (zi, zj) /τins)∑N

k=1 1[k 6=i] exp (sim (zi, zk) /τins)
(1)

where N is the number of all positive pairs in a mini-batch, sim(u, v) = uT v
|u||v| is the cosine

similarity between the feature vectors, and 1[k 6= i] ∈ {0, 1}, which evaluates to 1 iff k 6= i. We use
Lins = 1

2N

∑N
i=1(l

i,j
ins + lj,iins) to compute the instance loss over all positive pairs in a mini-batch.

2. Cluster Projection Head: The Cluster Projection Head [13] learns representations by maximiz-
ing agreement between two representations (under different augmentations) belonging to a given
cluster. This head is an MLP with one hidden layer followed by a softmax operation. It projects a
data instance into a latent space whose dimensionality equals the total number of pre-defined clus-
ters (K), which should be approximately equal to C. Intuitively, the cluster projection head tries
to partition the embedding space into a pre-specified number of clusters based on the inter-instance
similarity between object features. For an encoder representation of the first augmentation of an
image yi, the latent representation after passing through the cluster projection head is ci = g(yi)
(Similarly, for a second augmentation, cj = g(yj)). Let Ci ∈ RN×K be the output of the Cluster
Projection Head for a mini-batch of N images under the first augmentation i. Then, the nth element
in the output Ci can be interpreted as its probability of belonging to the kth cluster, where k ∈ [1,K]
can be denoted by Cn,ki . Thus, c̃i ∈ RN can be interpreted as the column vector of Ci under the
first augmentation. The cluster loss can be formulated as:

li,jclu = − log
exp (sim (c̃i, c̃j) /τclu)∑K

k=1 1[k 6=i] exp (sim (c̃i, c̃k) /τclu)
(2)

where τclu is the cluster-level temperature parameter. Finally, the cluster loss computed by traversing
all K clusters is Lclu = 1

2K

∑K
k=1(l

i,j
clu + lj,iclu) −H(Y ), where H(Y ) =

∑K
k=1(P (c̃i)logP (c̃i) +

P (c̃j)logP (c̃j)) is the entropy of cluster assignment probabilities and P (c̃i) =
∑N
n=1

Cn
i

||C|| . The
entropy term helps avoid the trivial solution where most instances get assigned to the same cluster
as shown by [13, 23].

3. Human-Supervised Head: Our proposed human-supervised head aims to guide the representa-
tion learning process towards human requirements. Intuitively, it tries to force the representations of
the objects selected by the human close to each other in the latent space to serve as a mechanism to
help inform the formation of clusters according to the properties of objects important to the human.
This loss is applied only to the representations of objects selected by the human yh. Formally, let
Yh ∈ RH×D be the representation learned by the base encoder across all objects selected by the
human (H ⊂ X ) and D be the latent dimension of the base encoder. Additionally, let µh ∈ RD
be the mean of the representations of all the objects selected by the human, which is considered the
cluster-centroid of the human pool.

As new objects are selected by the human, we pass their image (xh) through the base encoder to get
their feature representation (yh = f(xh)). If previously there were s human-selected objects and
the human selects t new objects, we re-calculate the mean of the cluster (µ′h) to include the features
of the new objects by µ′h =

µh∗s+
∑

t yt

s+t . The human-supervised loss then minimizes the distance
between the new centroid of the human-selected objects and every object selected by the human:

Lhuman = −dist(µ′h,Yh) (3)
Theoretically, any distance metric (dist) can be used to maximize agreement between the centroid
of the human-selected pool and all human-selected objects. However, we empirically found cosine-
similarity to work better compared to L1 and L2 distances since it is bounded between -1 and 1.

Objective Function: The Instance Projection Head, Cluster Projection Head, and Human Super-
vised Head are combined in the final objective function that we use to train our model:

L = λinsLins + λcluLclu + λhumanLhuman (4)
where λins > 0, λclu > 0, and λhuman > 0 are hyperparameters.
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4 Experimental Setup

RECYCLE

TRASHRECYCLE

HOPPER

Camera 3 Camera 2 Camera 1

Stretch RE1 Robot

Figure 2: Experimental Setup. The human
and the robot work together on the recycling
conveyor belt to sort the recyclables.

We use the Stretch RE-1 robot [38] with a static push
plate mounted on a telescopic arm to extract items
from a moving conveyor belt (as shown in the sup-
plementary video). The robot can extract items by
either extending its telescopic arm to push objects
off the conveyor belt or pulling objects towards it-
self. As shown in Fig. 2, the setup consists of a
60-gallon hopper, a small feeder belt, and the main
conveyor belt (10 feet long and 1.5 feet wide). We
position three cameras above the belt to monitor the recycling stream.

We use over 500 unique recyclable items of various sizes, shapes, colors, and forms in our ex-
periments. The recyclables belong to ten categories: crushed metal cans, un-crushed metal cans,
crushed plastic bottles, un-crushed plastic bottles, un-crushed colored plastic bottles, brown card-
board boxes, coated cardboard boxes, cardboard trays, half-gallon milk jugs, and one-gallon milk
jugs. For randomizing the stream, the hopper dispenses a random selection of recyclables onto the
feeder belt, which then transports the items to the main conveyor belt. A human can pick up some
items of a given category by standing next to the conveyor belt. The robot is expected to sort items
similar to the human-selected objects and extract them from the stream by pushing or pulling them
off the conveyor belt.

5 Offline Evaluation

Data Collection: For evaluating the system offline, we created a dataset by having a selection of
recyclables pass through the setup described in Section 4. We used YOLACT [39], a real-time in-
stance segmentation model with a ResNet-101 [40] backbone, to predict a rotated bounding box over
each item on the conveyor belt. We trained this instance segmentation model with 411 conveyor-belt
images containing 4419 instances of recyclables, which were manually annotated with an instance
mask. Using an 80% train, 20% validation split, we obtained an F1-score of 0.89 after training the
YOLACT instance segmentation model for 100 epochs using the MM-Detection [41] library in Py-
Torch. Each predicted mask was converted to a rotated bounding box whose crops were extracted
for evaluation. Finally, we created a dataset containing 1502 variable-sized crops of recyclables,
where each crop belongs to one of the ten categories described in Section 4.

Evaluation Protocol: For training, we select three random sets of 40 examples from each of our
10 categories to serve as the human-selected pool for a given category (resulting in 30 human pools
in total). We use each human-selected pool to train our proposed model. During inference, we
compute the pairwise cosine similarity of every object not selected by the human with every object
in a given human-selected pool. We then compute the average cosine similarity of the top-5 most
similar objects and assign it as the similarity score of the candidate object. We compute an F1-score
per category by thresholding each similarity score between [0.1, 0.95] and assigning a candidate
object to a given category if the similarity score is above the threshold [42, 43]. We report F1-scores
for the best threshold averaged over three human-selected pools per category.

Quantitative Results: Experiment 7 in Fig. 3 shows the performance of our method on the ten
categories specified in Section 4 using the evaluation protocol explained above. We compared our
method with a supervised learning method comprised of only our human supervised head in iso-
lation. This head effectively learns to classify instances when human-selected data from only one
positive class is available during training [44]. Experiment 1 in Fig. 3 shows the F1-score of this
supervised learning method to be significantly lower than our method.

Ablation Study: We conduct an ablation study of our method to evaluate how each component of the
loss in eq. (4) contributes to the overall performance. Experiment 1 in Fig. 3 shows the F1-scores of
only the human-supervised head across all categories. The human-supervised head performs poorly
on its own likely because the data is heavily imbalanced between human-selected and non-human-
selected objects. Experiment 2 in Fig. 3 shows the F1-scores of the instance projection head, which
on its own is identical to SimCLR [10]. The high F1-scores across three human pools per category
show that this head learns a robust visual representation for all categories. Experiment 3 in Fig. 3
shows that the cluster projection head performs poorer than the instance projection head.
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Figure 3: Results of our Offline Evaluation: Comparison with Baselines and Ablation Study
aggregated over 3 human-selected pools per category
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a) Impact of Human Supervision
on Instance Loss

b) Impact of Human Supervision 
on Cluster Loss

c) Impact of Human Supervision
on Constrastive Clustering

<-10% >10%= 0%[-10%, -5%] (-5%, 0%) (0%, 5%) [5%, 10%]

Figure 4: Impact of augmenting human supervision to contrastive learning: Difference in
performance between self-supervised learning augmented with human supervision and the self-
supervised learning model trained independently for instance loss, cluster loss, and contrastive clus-
tering, respectively across categories. Specifically, w.r.t. the experiment numbers in Figure 3, a)
represents Experiment 4 - Experiment 2, b) represents Experiment 5 - Experiment 3, c) represents
Experiment 7 - Experiment 6.

To assess the impact of human supervision on each of our loss components, we jointly trained each of
our self-supervised loss components (instance loss, cluster loss, and contrastive clustering) with our
proposed loss that adds human supervision (eq. 3). For these experiments, we trained and evaluated
models across three human pools per category (resulting in 30 human pools total). As explained in
Section 5, each human pool consists of 40 randomly selected images belonging to a given category.
Fig. 4a), 4b) and 4c) summarize the results. Each column in these figures denotes the human pool
the method was trained with, and each row denotes the human pool the method was evaluated on.
Each cell corresponds to the difference in F1-scores between the respective self-supervised method
trained with human supervision and the self-supervised learning method independently.

Fig. 4a) and Experiment 4 in Fig. 3 show that the human-supervised head (eq. 3) does not improve
the performance of the instance projection head across all categories. We attribute this result to
conflicts between the two objectives. The instance loss maximizes the agreement between two
augmentations of the same image while optimizing for pushing other instances away. In contrast,
the human supervision head optimizes for pulling human-provided instances together. Fig. 4b) and
Experiment 5 in Fig. 3 show that human supervision helps improve the performance of the model
trained with the cluster loss for most categories. In this case, the objective functions align with
human supervision supporting the formation of meaningful clusters. It is worth noting that when the
human pools used for training and evaluation are the same (diagonal elements in Fig. 4b)), human
supervision often helps improve the performance of cluster loss.

Finally, we show that our method slightly outperforms the self-supervised contrastive clustering
method [13] (Experiment 6 in Fig. 3), showing an average improvement of 4.93% over all cate-
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gories. Additionally, Fig. 4c) shows the performance of our method compared to contrastive clus-
tering, which combines the instance and cluster loss. Our method performs well across categories,
even when the human pools for training and evaluation belong to different categories (off-diagonal
elements in Fig. 4c)). These results show that combining the losses that maximize agreement be-
tween both different views of the same instance (instance loss) and different instances belonging to
the same cluster (cluster loss) benefit from even limited human supervision. Our human supervision
loss facilitates learning a representation with more homogeneous clusters, as seen in the t-SNE plot
in the supplementary material.

6 A Case Study with a Recycling Robot
Realsense 
Cameras

Real-time
Object Detection

Hit Planner

Stretch Robot 
Controller
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(Our Method)
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Hand Landmark
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Figure 5: System Architecture

This section describes in more detail the system we used to
demonstrate our approach in a recyclable sorting task, as shown
in Fig. 5. The robot learns the characteristics of objects that a
human is sorting, working alongside this person in real-time.
Afterward, we detail our experimental design, evaluation
protocol, and results.

6.1 System Architecture

1. Object Detection: We predict instance segmentation masks
over each object on the conveyor belt using the overhead cam-
eras’ video streams as described in Section 5. We convert these
masks to tightly-fitted rotated bounding boxes.

2. Detection of Picked Objects: This module determines which
objects the human is picking in real-time. This is done by iden-
tifying hand movements associated with an object being picked
and then obtaining an un-occluded image of the object from pre-
vious frames in the video. The system uses the MediaPipe real-
time hand tracking API and a ResNet-18 [40] image classifier to
identify between three events: a picking event, no picking, and no hand present over the conveyor
belt. To determine which item the human is picking in real-time, the model compares the placement
of the person’s hand with the position of objects on the belt in a few prior frames.

3. Similarity Estimation (Our Method): Our approach allows the robot to learn the features of
the objects picked by the person and to remove similar objects out of the items remaining on the
conveyor belt. Our human-supervised contrastive clustering model is trained in real-time for 5
epochs on all the objects on the conveyor belt and the human-selected objects by optimizing for eq.
4. The robot then uses the trained learner to identify objects similar to the objects selected by the
human. We run inference on every remaining object on the conveyor belt that was not picked by the
human and calculate the pairwise cosine similarity between a given object and every object in the
human-selected pool. We assign the average pairwise cosine similarity with the positive dataset to
be the similarity score of the given object.

4. Hit Planner: A hit score is calculated for each object on the belt based on the similarity score
of that object and the number of other objects that would likely be removed unintentionally should
the robot try to remove the desired object from the conveyor belt. These so-called “casualties” are
a consequence of our robot’s hardware only being able to push and pull objects off the belt rather
than performing more complicated manipulation actions. The object with the highest hit score is
targeted by the robot and removed from the belt.

6.2 Experimental Protocol and Results

One of the researchers removed recyclables of a given category from the moving conveyor belt. The
robot system recorded the items that the human picked from an overhead camera. Once a certain
number of items were removed from the stream, the robot trained on the data it had collected. The
robot then began to remove items it deemed were similar to human-selected objects from the belt.
The human and robot worked together on the same belt, and the robot continued to update its model
as it watched the human pick more objects. When the human picked 30 objects from the recycling
stream, the robot’s model was cleared, and the researcher trained the robot’s model for a different
category of objects.
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Figure 6: Model performance in real-time.

We perform inference on images of
all objects on the conveyor belt (in-
cluding the objects selected by the
human using our trained model) to
obtain their representation in the em-
bedding space. We then compute the
pairwise cosine similarity between
each human-selected object and ev-
ery remaining object on the con-
veyor belt, which are ‘candidate ob-
jects.’ For each candidate object,
we average the cosine similarities be-
tween itself and the top-5 most simi-
lar human-selected objects and assign
the average as the similarity score of that candidate object. These similarity scores for the candi-
date objects on the conveyor belt are leveraged by the hit-planner module to decide what objects are
possible to remove with minimal casualties. We manually labeled the video recordings of the robot
removing items of a given category to count the number of items correctly/incorrectly removed or
missed to calculate the F1-score of the robot.

For sample efficiency in real-time, we initialize the robot’s model with a pre-trained contrastive
clustering model trained on our offline dataset (described in Section 5) with no human supervision.
Fig. 6 shows the F1-score of the robot system across all ten categories after the researcher picks
30 items in increments of 10. On average, there were 90 ± 16 items on the belt for each round of
evaluation (when the human picked ten items). For every 10 human-provided examples, the robot’s
F1-score improved by 6 points on average across categories.

7 Limitations and Future Work
Our evaluation assumes that the human selects objects that belong to the same category. Future
experiments will include inter-category object selection and a wider participant pool outside the
research team. Hardware constraints also impacted our evaluation. The robot’s limited range of mo-
tion combined with its relatively slow speed resulted in missing target items and accidental removals.
Also, our system assumed the belt’s velocity was the velocity of every object. When this assump-
tion breaks, the robot miscalculates objects’ distances. These hardware constraints accounted for
36% of all missed items and 32% of all accidental removals across all rounds of evaluation. In the
future, the system would benefit from using object tracking algorithms to help the robot identify the
movement patterns of each object to make object removal more accurate. Additionally, we evaluated
our approach on a relatively small diversity of objects compared to what is expected in a Materi-
als Recovery Facility (MRF) on a relatively sparse and slow belt. Future work should evaluate the
performance on a more diverse stream of objects on a fast-moving belt.

Aggregating human feedback at scale is an interesting extension of our work. For example, we
imagine a situation where humans observe objects near a robot through a camera feed and provide
supervision for which objects to pick remotely. While we don’t think that this approach currently
makes sense for the recycling domain given economic constraints, future work could gather labels in
this manner to accelerate robot learning with our approach. Finally, even though our work focuses
on recycling, our approach could also be applied in industrial quality control or the fruit sorting
industry. Broadly speaking, our approach could potentially benefit applications where humans and
robots work jointly and systematically to manipulate objects. However, since we did not run explicit
tests on any of these application domains, we tried not to speculate too broadly in the paper.

8 Conclusion
We proposed a novel approach to incorporate human supervision into a contrastive clustering model
to better align a robot’s visual object representation with humans‘ requirements. Our method demon-
strated improved performance over a supervised learning method and self-supervised learning tech-
niques in a simplified recycling setup. In our case study, we had a human and a robot work alongside
each other to sort out recyclables, with the robot learning from the human. We showed that the robot
learns representations well suited to the human’s requirements with few examples.
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